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ABSTRACT: Malaysia Space Agency (MYSA) and the Department of Agriculture Malaysia (DOA) have collaborated to develop the Geospatial Information System (MakGeoPadi) to identify the exact areas of paddy cultivation throughout Malaysia to guarantee a sufficient national food supply. Statistics have shown that rice crop yields have decreased annually by 2,500 hectares, or an average of 1.2 percent since 2018. It is difficult to identify the current status of land use for paddy parcels every year in the 12 granary areas. Frequent land-use changes of paddy parcels into other crops or buildings contributed significantly to changes in paddy cultivation area changes. Deep convolutional neural network (DCNN) algorithms are gaining momentum, especially in pixel classification (image segmentation) without human intervention and U-Net is one of the most successful DCNN architectures. This study performed the entire U-Net deep learning workflow using ArcGIS Pro with the Deep Learning toolset. The objective of this study is to evaluate the U-Net model in classifying paddy cultivation area into i) active paddy parcel (PA) including four (4) major paddy-planting activities which are ploughing, irrigating, planting, and harvesting; ii) miscellaneous paddy parcel (PP); iii) permanent structures (SK); and iv) permanent crop (TK) with ResNet 34 as the backbone model in ArcGIS Pro vr. 2.9. A three-band (RGB) Pleiades satellite image of the Integrated Agriculture Development Area (IADA) Batu Laut Selangor was used to generate 16,000 samples of images and labels with a specified 224 x 224 pixel size. The training process took three hours and the Graphics Processing Unit (GPU) and NVIDIA RTX A2000 graphics card were used. The findings indicate that U-Net demonstrates strong performance across diverse image circumstances and generates precise and accurate segmentations. However, it can encounter difficulties when dealing with imbalanced classes, in which certain classes contain much fewer samples than others. To overcome this challenge, U-Net’s segmentation performance can be improved by addressing class imbalance through techniques such as data augmentation, sample weighting, or the use of class-specific loss functions. Various aspects of training data preparation can be explored in the future to improve the deep learning semantic segmentation result.

1. INTRODUCTION

Oryza sativa L., or paddy rice, is one of the world’s most important crops, with half of the world’s population consuming rice daily (Rahman & Zhang 2023; Wahab et al., 2022; Omar et al., 2019). Asia produces more than 90% of the world’s rice, with China being the greatest producer, followed by India, Indonesia, Bangladesh, and Vietnam (Bunawan et al., 2014; Brar et al., 2011). Malaysia has the smallest total area of paddy cultivating in the Southeast Asian region, with 689,268 hectares (Firdaus et al., 2020), and based on Annual Rice Consumption in Malaysia for 2019-2024, rice consumption in Malaysia has been increasing since 2019. However, paddy rice yield can vary due to numerous factors such as pests, diseases, climate change, and decreased paddy crop area, raising concerns about the sustainability of rice production and food security in the region (Omar et al., 2019).

Despite the widespread use of remote sensing studies to map paddy acreage, it is still challenging to map paddy fields in tropical areas where paddy is cultivated all year with a various of planting schedules and crop cycles. The biggest impediment to mapping yield potential is insufficient information on paddy-growing regions and yield potential. Nowadays, the manual annotation of high-resolution satellite images via visual digitization is used to determine the type of land utilisation in paddy fields, which is highly dependent on the competence of individuals to analyse the paddy field satellite images. However, this practice was found to be costly and time-consuming, hence an automated approach is needed. Several deep learning network topologies for pixel-wise image labelling, also known as semantic image segmentation, have been presented. Semantic image segmentation refers to the process of associating each individual pixel of an image with a predefined class label (Plath et al., 2009). Deep convolutional neural network (DCNN) algorithms have gained traction, particularly in non-human pixel classification (image segmentation). U-Net is one of the most successful DCNN architectures. Accurate information on paddy planting areas obtained from the data can provide a
scientific foundation for agricultural production, forecasting and evaluating rice output, forecasting food prices, and arranging and planning national food production (Soh et al., 2023).

To address this issue, the Malaysian Space Agency (MYSA) and the Malaysian Department of Agriculture (DOA) collaborated to develop the Paddy Geospatial Information System (MakGeoPadi), which identifies the proper paddy planting regions throughout Malaysia. The MakGeoPadi system’s primary role is to determine the area of 12 granaries throughout Malaysia. Meanwhile, precise paddy segmentation is crucial since land use changes frequently influence the actual area of paddy cultivation. The segmentation of paddy lots is divided into four categories, namely: i) active paddy parcel (PA) including four (4) major paddy-planting activities which are ploughing, irrigating, planting, and harvesting; ii) miscellaneous paddy parcel (PP); iii) permanent structures (SK); and iv) permanent crop (TK) at lot level is significant due to the frequent change of land use yearly to meet the needs of the National Crop Cutting Survey (CCS), which must be reported annually and influences the amount of government subsidies given to the agricultural agency.

The objective of this study is to develop the U-Net paddy rice detection model to generate data that are qualified for reliable decision-making. To pursue higher accuracy, deep-learning applications based on the U-Net model were implemented into four categories: (i) active paddy parcel (PA), (ii) miscellaneous paddy parcel (PP), (iii) permanent structures (SK) and (iv) permanent crop (TK) with ResNet 34 as the backbone model in ArcGIS Pro vr. 2.9. The ArcGIS Pro with the Deep Learning Toolbox was used in this study to complete the entire U-Net deep learning workflow. A three-band (RGB) Pleiades satellite image of the Integrated Agriculture Development Area (IADA) Barat Laut Selangor were used to generate the images in this study.

2. METHODOLOGY

2.1 Study Area

IADA Barat Laut Selangor was selected as a research site due to being the largest producer of rice in Malaysia with a yield exceeding 5 t/ha and contributing significantly to the country’s food security ambition of achieving a self-sufficiency level (SSL) of 70% for rice (Omar et al., 2019). This area is situated within Selangor State and is visually represented in Figure 1 through a series of multi-temporal satellite images. Covering an expansive 17,741 hectares (Sistem MakGeoPadi, 2023), this region is characterized by its level terrain and serves as a granary, hosting a diverse array of agricultural crops. Notably, paddy fields dominate the landscape, accompanied by oil palm, vegetables, fruits, and undeveloped land interwoven with residential and roadway infrastructure (Abiddin et al., 2020).

A notable feature of this location is its systematic irrigation network, which facilitates the cultivation of short-term crops in two cycles per year. Acknowledged as one of Malaysia’s most prolific rice-producing areas, this fertile expanse played a pivotal role in generating an estimated 155,631 metric tonnes of rice in 2021 (Malaysian Department of Agriculture, 2022).
2.2 Dataset Preparation

2.2.1 Satellite Image Processing: Multi-temporal Pleiades satellite images were acquired that consist of i) cultivated paddy areas that include four (4) major paddy planting activities, which are ploughing, irrigating, planting and harvesting; and ii) uncultivated paddy areas that include roadways, houses, and other land usages. The three-band, true colour (RGB) satellite imagery underwent enhancement processes to enhance colour presentation and contrast. The improved images were then subset to exclude non-granary areas of the image scene.

2.2.2 Ground Truth Preparation: The National Digital Cadastral Database (NDCDB) lots were sourced from the Department of Survey and Mapping Malaysia (JUPEM), the authoritative entity in land surveying. These lots were segmented manually into four (4) categories: i) active paddy parcel (PA) including four (4) main paddy planting activities which are ploughing, irrigating, planting, and harvesting; ii) miscellaneous paddy parcel (PP); iii) permanent structures (SK); and iv) permanent crop (TK) by overlaying the cadastral lot with the multi-temporal Pleiades satellite images. The segmentation output was prepared in a standard shapefile GIS format in order to produce ground truth samples for deep learning training. The precision of the segmentation was verified through an on-site verification programme by the Integrated Agriculture Development Area (IADA) Barat Laut Selangor as the authorized department. Figure 2 shows a sample of the Pleiades image and the ground truth.

![Figure 2. Some samples of cropped satellite image and theirs ground truth labels.](image-url)
2.3 Training Dataset Extraction

The training dataset was generated by utilizing an unsigned 8-bit satellite image in RGB TIF format along with a ground truth polygon shapefile. This combination enabled the dataset to be created. The segmented polygon was labelled with four different class labels: PA (1), PP (2), SK (3), and TK (4). Both the image and ground truth data were divided into pairs of tiles that corresponded to the same geographic region, as seen in Figure 3. The RGB values of the input features were represented by one tile, and the class number assigned to each pixel based on the training polygons was represented by the second tile. A total of 16,000 samples consisting of images and corresponding ground truths with dimensions of 224 x 224 pixels were generated for the training of the U-Net Deep Learning Network. The entire process, from extraction to analysis was carried out using ESRI's ArcGIS Pro software under the Train Deep Learning Model tools.

2.4 U-Net Deep Learning Network Training

Semantic segmentation involves categorizing individual image pixels into specific classes. Semantic segmentation holds a significant position in enhancing image comprehension and is indispensable for various image analysis assignments, offering both accurate and expedited segmentation outcomes (Pashaei et al., 2020). U-Net is a well-known image segmentation algorithm that was originally invented and first used for biomedical image segmentation (Ronneberger et al., 2015). The U-Net architecture utilizes an autoencoder concept to generate a compact latent representation for segmentation. It consists of two main parts: the encoder captures image context through convolutional and pooling layers, while the decoder facilitates localization using transposed convolutions (Kunapuli et al., 2021). The structure of U-Net is shown in Figure 4. In this study, the U-Net model architecture is proposed with the ResNet-34 backbone model. Training lasted three hours and was conducted in ArcGIS Pro software with a graphics processing unit (GPU) and an NVIDIA RTX A2000 graphics card. The training process produces 95.5% accuracy, as shown in Figure 5 with an EMD file of the trained model which, will be used in image classification.

Figure 3. Image and ground truth tiles

Figure 4. Illustration of U-Net convolution network structure. The left side of the U-shape is the encoding stage, also called contraction path with each layer consisting of two 3 x 3 convolutions with ReLu activation and a 2 x 2 maximum pooling layer. The right side of the U-shape, also called expansion part, consists of the decoding stage and the upsampling process that is realized via 2 x 2 deconvolution to reduce the quantity of input channels by half (Ronneberger et al., 2015).
2.5 Validation of trained U-Net Model

The validation of the trained model is carried out to evaluate the model’s performance and ensure that the model can generalize successfully with the new or unseen dataset. The study employs a train-test dataset with a ratio of 70:30. Under the Classify Pixels Using Deep Learning tools, the EMD file created in the previous step is used to test the model. At this stage, we can compare the testing accuracy to the training accuracy.

3. RESULT AND DISCUSSION

3.1 U-Net Semantic Segmentation Output

The total area of 17,00 hectares of segmented images was successfully produced from the tested dataset as illustrated in Figure 6. The pixel classification process took about 30 minutes, which is significantly shorter than the 3 hours required for training. Based on the observations, major classes such as PA and artificial features like permanent structure (SK) are well-defined. On the other hand, class PP which has almost similar features to PA and TK tends to be misclassified with certain different conditions. Figure 7 highlights several classification issues.
3.2 Accuracy Assessment

The accuracy assessment is performed using the ArcGIS Pro Compute Confusion Matrix tool to compare the accuracy of the test dataset against the training dataset. There are 200 randomly selected points, with 50 points allotted to each class and two fields titled classified and ground truth. Figure 8 presents the confusion matrix resulting from the accuracy assessment tool. Miscellaneous paddy parcel (C_2) has the lowest user accuracy (82%), with 8 samples misclassified as paddy parcel (C_1), while active paddy parcel (C_1) shows 100% true classification. In terms of producer accuracy, permanent structure (C_4) shows 100% accuracy, followed by permanent crop (C_3), which has 96% accuracy and just 2 incorrectly classified samples out of 51 samples. Again, active paddy parcel (C_1) obviously contributes to high false negatives (83%), with 8 samples out of 60 from (C_2) wrongly classified as (C_1). The overall accuracy assessment achieved in this demonstration was 92% with a Kappa of 0.89, indicating nearly perfect agreement.

Based on the observation, the Miscellaneous paddy parcel (C_2) category is imbalanced, which can be detrimental to the learning process since it is biased. In addition, the number of training samples having the expected segmentation labels should be large and evenly distributed for each label. Ideally, each labelled categories should have an equal number of observations (Johnson & Khoshgoftaar 2019). The tested dataset, which included noise such as clouds also will also pose a challenge to the model. The fact that the accuracy of test dataset is somewhat slightly lower than the accuracy of training dataset (95%) indicates that the model is overfitting as shown in Figure 9. There are several methods for avoiding overfitting in the model, including employing the cross-validation method, early stopping the training and dropping out (Cogswell et.al, 2015).
Figure 9. Graph shows overfitting model

### 3.3 Post-Processing and Integration to MakGeoPadi System

The raw classification output from U-Net must go through several post-processing steps especially when related to paddy cultivation activities that are managed with fixed lot boundaries. Thus, the ArcGIS Pro spatial analyst tool is critical for raster-to-vector conversion. Several strategies, such as polygon intersection, elimination, smooth polygon, layer organization and database are used to meet the requirements of the existing system. The final output of the paddy parcel that has been published in MakGeoPadi is shown in Figure 10.

![MakGeoPadi interface with updated classification of paddy parcel area](image)

Figure 10. MakGeoPadi interface with updated classification of paddy parcel area

### 4. CONCLUSION

In conclusion, a deep convolutional neural network (DCNN) using U-Net segmentation is able to semantically segment the paddy cultivation area into four (4) categories, which are: i) active paddy parcel (PA) includes four (4) main paddy-planting activities which are ploughing, irrigating, planting and harvesting; ii) miscellaneous paddy parcel (PP); iii) permanent structures (SK); and iv) permanent crop (TK) with an accuracy of 92%. Various aspects of preparing training data can be investigated in the future to improve the deep learning semantic segmentation results.
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