CLOUD DETECTION OF VIIRS DNB USING GLCM FEATURES IN EAST ASIA
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ABSTRACT: In this study, clouds were detected in urban areas using night time VIIRS DNB. When light passes through thin clouds, the image appears blurred because of Mie scattering. GLCM was used to determine if the edges of the image were blurred. We proposed a GLCM with background (Non-economic area) 0 processing to be unaffected by ROI size. SVC and RFC were used to compare the accuracy of cloud detection. Finally, we compared the VIIRS cloud mask with the RFC results.

1. INTRODUCTION
Optical sensors cannot accurately observe the ground surface due to the influence of clouds. In addition, since the state of the ground cannot be known if the analysis is performed while the influence of clouds remains, it is necessary to create a cloud mask and remove the areas affected by clouds. MODIS, which is often used for time-series data, provides highly accurate global cloud masks (MOD35). However, thin cloud detection is still a very difficult problem using visible, near-infrared, and thermal infrared (Ackerman et al., 2008; Holz et al., 2008). Because the thermodynamic properties of clouds depend on the scattering and absorption properties of cloud droplets and particles, several thermal infrared band data were used for cloud discrimination (Pavolonis et al., 2005; Platnick et al. 2017). Elvidge et al. (2017) created a VIIRS nighttime light composite data that considers moonlight, solar zenith angle, gas flares, etc., using a decision tree. Roman et al. (2018) created a VIIRS global dataset by inputting snow, clouds, vegetation, ozone, etc., using the moon, ground, and ground-to-sensor atmospheric transfer model. In addition, the data set may have cloud misclassification due to effects such as attenuation and scattering by thin clouds with an optical thickness of less than 1.0τ, and scattering by side lighting. Wang et al. (2020) used the Random Forest (RF) method, which is one of the machine learning methods with spectral features as input, for cloud mask and cloud thermodynamic phase detection using VIIRS on Suomi NPP. Cloud detection using satellite data includes naive Bayesian classification (Uddstrom et al., 1999; Heidinger et al., 2012), RF classification (Wang et al., 2020), and Convolutional Neural Network (CNN) classification (Marais et al., 2012) have been studied using various models. However, the above study is a cloud detection method for daytime satellite data, so cloud detection in nighttime light is not applicable.

This research uses GLCM features that focus on inter-pixel gradation changes in light intensity due to Mie scattering of light in order to investigate the effects of clouds and other atmospheric factors on the nighttime light of VIIRS DNB. It does not use physical features such as temperature or reflectance from spectral data. In this study, we investigated the following four processes to detect the influence of clouds on the nighttime light of VIIRS DNB.
1. Accuracy comparison between support vector machine classification (SVC) and random forest classification (RFC) methods in cloud classification.
2. Comparison of classification accuracy of GCLM feature quantity with GLCM and background influence as 0,
3. Determining the optimal Region Of Interest (ROI) size for GLCM,
4. Comparison between the cloud mask and the results of the proposed method in this study.

2. DATA
In this study, we use the Black Marble nighttime lights product suite (VNP46) data, which is a high-order processed VIIRS DNB onboard NASA’s Suomi National Polar-orbiting platform (SNPP) satellite. The resolution is 500m and it is available from January 2012 to the present (as of September 1, 2022). VNP46 is global data that has undergone advanced processing such as cloud removal, atmospheric correction, terrain correction, vegetation correction, snow correction, and moon correction by NASA’s Land Science Investigator-led Processing System (SIPS).

3. GLCM FEATURES WITH THE EFFECT OF THE BACKGROUND AREA SET TO 0
In this study, GLCM features are used to capture the blur phenomenon at the boundary between the light area and the background area. Fig. 1 shows changes in GLCM features when the ROI size is changed for a clear night light and a blurred night light due to clouds (Fig. 1a, b, c, d). Figure 1a) is an ROI image (5x7) with a value of 0 (dark pixels) in the periphery and a value of 3 (bright pixels) in the center, and 1b) is an ROI image in which the center pixel is blurred to 3x3. Figures 1c) and 1d) are ROI images obtained by extracting only 3 x 3 of the center of 1a) and 1b). ROI images were 4-level grayscale and GLCM used a sum of 4 angles for a distance of 1 (d=1). Since the target pixel in Fig. 1a) is 3, the difference from the surroundings (the DN value is 0) is 3. In Fig. 1b), the DN value changes in steps like 2, 1, 0 from the center, and the maximum DN difference is 2. Considering only the part with a high DN difference, 1a) should have a higher contrast, but 1b) has a higher contrast value because the background area of 1a) is wider (1a is 0.679, 1b is 0.755). Conversely, in the case of homogeneity, 1a) (0.932) is higher than 1b) (0.758). If the ROI image is small, 1c) has a high contrast (3.6 for 1c and 0.6 for 1d) and a small homogeneity (0.64 for 1c and 0.70 for 1d). 1a) and 1c) are images with different ROI sizes and a central pixel value of 3 and a background of 0. 1a) with a larger ROI has lower contrast and higher homogeneity. Since the feature calculation by GLCM is performed for the entire ROI pixels, the feature changes depending on the number of background elements with a value of 0. Therefore, in this study, we propose a GLCM to reduce the effect of the background region. By removing the change in the background area (change from DN value 0 to 0) from the ROI image, it is possible to emphasize the change in the light area such as edges (for example, DN value 3 to 0). Use the GLCM of Fig. 1a’ - d’ with the upper left (change in DN value from 0 to 0) value forced to 0 in the GLCM of FIG. 1a - d. As a result, the GLCM features of 1a’) and 1c’) have the same value even if the width of the background differs depending on the ROI size. The GLCM features in Figs. 1b’) and 1d’) are different, but if the size of 1d’) is 5 x 5, they have the same value. By using GLCM that reduces the influence of the background area, the contrast is higher in 1a’ than in 1b’ (1a is 9.00, 1b is 1.54) and the homogeneity is higher in 1b’ (1a’ is 0.10, 1b’ is 0.51) without being affected by the ROI size.

<table>
<thead>
<tr>
<th>ROI</th>
<th>GLCM</th>
<th>GLCM feature</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>cont</td>
</tr>
<tr>
<td>a)</td>
<td><img src="image.png" alt="Image" /></td>
<td>0.68</td>
</tr>
<tr>
<td>a’)</td>
<td><img src="image.png" alt="Image" /></td>
<td>9.00</td>
</tr>
<tr>
<td>b)</td>
<td><img src="image.png" alt="Image" /></td>
<td>0.76</td>
</tr>
<tr>
<td>b’)</td>
<td><img src="image.png" alt="Image" /></td>
<td>1.54</td>
</tr>
<tr>
<td>c)</td>
<td><img src="image.png" alt="Image" /></td>
<td>3.60</td>
</tr>
<tr>
<td>c’)</td>
<td><img src="image.png" alt="Image" /></td>
<td>9.00</td>
</tr>
<tr>
<td>d)</td>
<td><img src="image.png" alt="Image" /></td>
<td>0.60</td>
</tr>
<tr>
<td>d’)</td>
<td><img src="image.png" alt="Image" /></td>
<td>0.60</td>
</tr>
</tbody>
</table>

Figure 1. Example of 4-level GLCM with background effect set to 0
For 1a’ GLCM features were calculated with the background area of 1a set to 0 (same as 1b’, 1c’, 1d’). Here cont means Contrast, dissa means Dissimilarity, homo means Homogeneity, ASM means Angular Second Moment, corr
means Correlation, ND(co,ho) means (Contrast/88.8 – Homogeneity/0.834) / (Contrast/88.8 + Homogeneity/0.834).

4. RESULT

4.1 Classification results by RFC

From the VNP46A1 images from January to December 2020, a total of 40577 locations with central pixels of 22736 cloud-free locations and 17841 cloudy locations were selected visually while comparing the VCM, DNB and M12 images. SVC and RFC were used as machine learning methods, and 70% of the training data (28403 locations) and the remaining 30% of the validation data (12174 locations) were selected by a random function. Figure 2 shows the accuracy of RFC for GLCM and GLCM with 0 processing for the background area, to investigate the influence of clouds on the ROI image. In the cloud area classification by RFC by ROI size change, the accuracy of the training data was 99.996%, and the accuracy of the validation data increased from 89.3% to 97.0%. In the case of GLCM with 0 processing of the background region, the accuracy of the training data was 99.996%, and the accuracy of the validation data increased from 91.0% to 97.5%. It was found that the accuracy was 0.5% to 2% higher when using the GLCM feature value with the background region processed to 0. In addition, when the ROI size exceeds 33, the accuracy of the validation data changes little from 97.5%, so the appropriate ROI size was set to 33. A small ROI size is better because a large ROI size may leave some small clouds and misclassify them. The RFC learning model for cloud detection uses an ROI size of 33.

![Figure 2. RFC Accuracy comparison of GLCM and Background 0 processed GLCM](image)

4.2 Comparison of cloud mask and RFC results

To investigate the effectiveness of cloud area detection by GLCM, which is proposed in this study with the influence of the background area set to 0, it was compared with a cloud mask (VIIRS Nighttime Cloud Mask; VCM). The ROI was cut out by raster scanning the DNB image, and the cloud area was classified by the RFC learning model. Figure
3 is the VNP46A1 image of tile number h29v05 on March 5, 2019. Fig. 3a) is a DNB image, and b) is a VCM image with cloud areas in white and sunny areas in black. Fig. 3c) is the radiance image (M12) with a center wavelength of 3700 nm, and d) is an image of clouds determined by the RFC learning model. White is the cloud area, gray is the sunny area, and black is the background area. In the cloud classification of RFC, the cloud area is broader than b) in southern and western China (dotted line area). Therefore, 3e) to h) show an enlarged view of Linyi City in Western China. Because the VCM and RFC results are different, we compared it with the DNB image on April 3, 2020, when Linyi was having a fine day (Fig. 3i). In the DNB of Fig. 3i), clouds cannot be visually confirmed because urban areas and square circulation roads can be seen. Both VCM and RFC results were classified as a fine day. Comparing nighttime light images 3i) and 3e) of Linyi City on a fine day, it can be seen that the DNB in 3e) is more blurred due to atmospheric influences such as clouds.
d) RFC result with background 0 processed GLCM

Figure 3. Comparison VIIRS Cloud Mask (VCM) and RFC result

This is the result of cloud discrimination using the DNB image on March 5, 2019. a) is the DNB image, b) is the night cloud mask (VCM) of VIIRS, c) is M12 with a center wavelength of 3.7 μm, and d) is the result of cloud detection result by RFC with the background effect set to 0. e) is an enlarged DNB image of the rectangular part (Linyi City) of a), f) is the VCM of the same area, g) is M12, and h) is the cloud judgment result by RFC. Figure 3i-l) are DNB, VCM, M12 and RFC results on April 3, 2020, when Linyi was sunny.

5. DISCUSSION

In this study, using VIIRS DNB images, we investigated the effects of clouds on economic activity areas at night time. We focused on the phenomenon that light from the ground is scattered and blurred when Mie scattering is affected by thin clouds. GLCM of texture analysis is used to investigate the features of the grayscale difference near the edge between economically active and non-economically active areas at night. Considering that the GLCM has a wide area of non-economic activity (background area) at night, we proposed a GLCM in which the background area
is treated as 0. The use of GLCM features with 0 processing in the background region improved the accuracy by 3-5% for SVC and by 0.5-2% for RFC. In addition, the effective feature quantities in the RFC classification were contrast, ND(co,ho), dissimilarity, and homogeneity in that order. According to the RFC results, even if the ROI size is increased from 33, the accuracy of the validation data does not rise above 97.5%, so we decided that 33 is the appropriate size. We compared cloud classification results by RFC and VCM image. The RFC classification was found to be effective only in the human economic activity area at night.
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