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ABSTRACT: Stereo matching can effectively produce dense point cloud, but it may encounter great challenge when 

faced with low-textured image content. Even added with artificial texture, the location of the targeted scene, operation 

condition, and hardware requirement, among others, still demand considerable concerns to arrange for appropriate 

work scheme. Depending on the scene geometry, dimension and required degree of integrity, ways of texture 

projection and image acquisition may vary from one case to the other. The texture design aimed at this study contains 

two parts, one for scene or objects and the other for tie texture for consecutive image sections. 

 

This work is currently at its early development and only employs digital cameras and video projectors. And dense 

matching software SURE was used to generate 3D point clouds. For projecting textures, we focus on analyzing and 

designing suitable textures taking the surface, geometry, and making succession of scene into consideration. On the 

other hand, the fine placements of projectors and camera stations are also crucial to maintaining quality imaging 

geometry. This study establishes appropriate work steps and rules by tackling afore-mentioned difficulties through 

simple sets of scene. And the applications to the engineering 3D reconstruction, survey, and monitoring will be soon 

followed. 

 

1.  INTRODUCTION 

 

Stereo matching can effectively produce dense point cloud, but it may encounter great challenge. Photometric 

distortions and noise, specular surfaces, foreshortening, perspective distortions, repetitive pattern, transparent objects, 

occlusions and discontinuities, and uniform/ambiguous regions, as clearly indicated in Mattoccia (2012). Most of the 

challenges have their corresponding implementation modalities, and gradually attain improvement in the results of 

3D reconstruction tasks. However, for three-dimensional reconstruction of the low texture regions, facilities for the 

conditions and needs of effectively setting up artificial texture still call for much improvement. 

 

This study focus on using artificial textures to assist the 3D reconstruction for uniform scene or objects. Artificial 

textures and projectors configuration were designed and tested. Textures are divided into two parts. Artificial texture 

is for increasing the scene or object texture richness while tie texture for connecting adjacent stereo models to 

complete scene coverage. The way of giving artificial texture and configuring tie texture characterizes the 

significance of this study. 

 

2.  RELATED WORK 

 

In computer vision patterns projected by projector is called structured light. Structured light scan system has at least a 

camera and a projector (Figure 2), and amid to measure shape of object. The principle is to project a strip consisting of 

light on object surface. Due to the surface variation, as seen in Figure 1, the projected light is not a straight line, which 

provides the geometric information to reconstruct 3D model.  

 

  

Figure 1 structured light system Figure 2. video projector 

 

Structured light can be used in many applications The ground truth of Muddlebury images often used in verifying the 

stereo matching performance utilized back and white structured light (Figure 3 & Figure 4). And it follows by 

assigning every pixel a unique code, then matching pair images and computing high accuracy disparity as the ground 



truth. Alexander et al. (2009) used color stripe structured light and different light condition to establish human face 

model (Figure 5 & Figure 6). 

 

   

Figure 3. equipment (Scharstein and Szeliski, 2003) 
Figure 4. thresholded Gray-code images (Scharstein and 

Szeliski, 2003) 

  
Figure 5. 15 images in different light condition 

(Alexander et al., 2009) 

Figure 6. 3D model for human face (Alexander et al., 

2010) 

 

There are many forms of structure light, and can be derived into five categories (Van der Jeught & Dirckx, 2016, 

Figure 7) including color encoded projection, greyscale indexing, Fourier-based, sequential projections, and hybrid 

methods. Except the traditional fixed geometric patterns, Lin et al. (2016) combine two different geometry patterns 

with 4 colors to produce structured light by pseudorandom array for increasing the pattern variability (Figure 8).  

 

The above mentioned method which used structured light have some common condition. They needed to calibrate the 

projector and structured light and coded the light. Then used the unique code to match left and right image. The most 

of the equipment only had on projector. The scene and object were small. Our research tried to use uncalibrated 

consumer video projector, and just used the richness of texture to compute the disparity of stereo pairs. In order to 

apply in the scene which over the projecting scope, we added the tie texture. 

 

  
 

  

Figure 7. types of structured light (Van der Jeught & Dirckx, 2016) 

 



 
 

Figure 8. pseudorandom array (Lin et al., 2016) 

 

3.  METHODOLOGY 

 

This work is now in the initial stage and currently focuses on the analysis and design of applicable textures that help in 

image matching and effectively connecting adjacent image pairs for a complete scene reconstruction. The detail is 

given as follows. 

 

3.1 Pattern Design 

 

The EPSON EP-1860 projector with standard resolution of 1024×768 is employed. In order to cooperate with the 

resolution of projectors, the size of textured images is also 1024×768. 

 

3.1.1 Artificial texture 

 

The element of artificial texture is square. We make 6 size of element including side length of 1, 2, 4, 8, 16, and 

32.(Figure 9) The element size bigger means the density lower. The element has five colors: red, green, blue, black, 

and white, and the colors are random.  Figure 10 showed 6 texture images. 
 

 
Figure 9 element size: side length 1, 2, 4, 8, 16, and 32 

 

  



   

(a) side length1 (b) side length 2 (c) side length 4 

   
(d) side length 8 (e) side length 16 (f) side length 32 

Figure 10. artificial texture 

 

3.2 Tie texture 

 

Tie points have four colors: red, green, blue and black (Table 1) and combine with three different geometry types 

(Table 2). Figure 11 shows a 1024×768 image with 12 types of tie points. 

 

Table 1. Tie point color.  Table 2. Tie point type 

Red Green Blue Black  Type 1 Type 2 Type 3 

 
 

 

 

 
     

 

 

Figure 11. Patterns of tie point 

 

  



3.3 Work planning 

3.3.1 object distance 

 

The requirement of the result is the accuracy of object direction (𝜎𝐷) and ground sampling distance (GSD) are ≤1 mm 

and the image overlap is at least 80%. According the principle of disparity can derive suitable distance D with the 

camera parameters and matching method. 

 D = √𝑓𝐵
𝜎𝐷

𝜎𝑝
 (1) 

 

3.3.2 Projectors configuration 

 

Figure 12 showed the projectors configuration, location B projects tie texture. A projects the artificial texture at first. 

After acquiring image pairs, the projector is put on C and acquire image pairs again. 

 

 
Figure 12 configuration of projectors 

 

3.4 Work flow 

 

Artificial texture and tie texture are projected separately. Experimental images are shot at three sites, and each site 

gets image pairs of artificial texture and tie texture. Among them, image pairs of artificial texture are including six 

different density textures. The matching software is SURE. Then, the outcomes are of different density analyzed and 

tie texture is used to connect pairs of distinct sites. (Figure 13) 

 

 
Figure 13 work flow 

 

  



4.4  RESULTS AND ANALYSIS 

 

As mentioned above, Table 3 showed work planning of experiment. 

 

Table 3. work planning 

Camera Canon 760D 

image size 3984×2656 pixel 

pixel size 0.0056 mm 

accuracy of object direction 𝜎𝐷 0.9 mm 

disparity accuracy (pixel) 𝜎𝑝 0.31 

ground sampling distance 

(GSD) 

0.6 mm 

base length B 0.359 m 

principle distance f 35 mm 

object distance D 2.55 m 

 

4.1 Texture density 

 

Six different density artificial texture images were used. Every texture image shot one pair of experimental image, so 

totally acquired 12 images (Figure 14). The result displayed that the density of texture decrease for side length 1 to 4, 

but the number of points increase. Relatively, the number of points dropped sharply for side length 8 to 32. (Table 4 & 

Figure 16) 

 

    
(a) side length 1 (b) side length 2 

    
(c) side length 4 (d) side length 8 

    
(e) side length 16 (f) side length 32 

  

 

(g) untextured  

Figure 14. images 

 



   
(a) side length 1 (b) side length 2 (c) side length 4 

   
(d) side length 8 (e) side length 16 (f) side length 32 

Figure 15. 3D reconstruction 

 

Table 4. number of points 

 

side length 1 10,753,721 

side length 2 11,230,430 

side length 4 11,459,923 

side length 8 8,968,481 

side length 16 6,057,061 

side length 32 3,825,465 

  Figure 16. number of points 

 

4.2 Tying different texture pairs 

 

At three locations which were 35.856 cm between neighboring ones, got two groups of different artificial texture 

images and tie texture images. Figure 17 and Figure 18 showed the acquired images. There were 6 tie points between 

group 1 and group 2, and we used these points to proceed coordinate conversion to connect two groups into one group 

(Figure 19 & Figure 20 & Figure 21). For verifying outcomes, we set 4 control points (Table 5), and the model was 

transformed to object space. Then we checked the side length of wood feature and other feature point. The maximum 

difference between object space and point cloud was 0.0005 m. It corresponded accuracy of object direction in work 

planning.  

 

    
(a) Group 1 (b) Group 2 

Figure 17. experimental images, artificial texture 

    
(a) Group 1 (b) Group 2 

Figure 18. experimental images, tie texture 



  
Figure 19 point cloud, untextured 

 

  
(a) Group 1 (b) Group 2 

Figure 20. point cloud, tie texture 

 

 
Figure 21. point cloud connection 

 

 
Figure 22 control points 

 

 

 



 

 

Table 5 control points 

ID X (m) Y (m) Z (m) 

A -0.4360 0.2400 0.0207 

B -0.1495 0.4665 0.0198 

C 0.2795 0.3555 0.0105 

D 0.5550 0.5855 0.0104 

 

 

 

Figure 23 check 1 Figure 24 check 2 

 

Table 6 check 1 (m) 

ID Measured Point cloud Difference 

side 1 0.0402 0.0399 0.0003 

side 2 0.0402 0.0403 0.0001 

height 0.0104 0.0108 0.0004 

 

Table 7 check2 

ID 
Measured Point cloud Difference 

X (m) Y (m) Z (m) X (m) Y (m) Z (m) X (m) Y (m) Z (m) 

A’ -0.4965 0.2400 0.0210 -0.4968 0.2400 0.0213 -0.0003 0.0000 0.0003 

B’ -0.1697 0.4665 0.0196 -0.1696 0.4668 0.0193 0.0001 0.0003 -0.0003 

C’ 0.2189 0.3555 0.0108 0.2185 0.3559 0.0105 -0.0004 0.0004 -0.0003 

D’ 0.5550 0.6456 0.0104 0.5548 0.6451 0.0099 -0.0002 -0.0005 -0.0005 

 

5.  CONCLUSION AND FUTURE WORK 

 

The result of density experiment showed that the texture density affected the integrity of 3D reconstruction. For 

different scene, the suitable texture was also not the same. The outcomes of experiment 2 verified that using tie 

texture and effective projectors configuration could increase the scope of reconstruction. At present stage of work, 

experiment 2 used coordinate conversion by connecting points. We will compute connecting relative orientation by 

connecting points in next step. In addition, to improve the work efficiency, the density of texture will be evaluated by 

the characteristic of scene and be as one work of scheme. 
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