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ABSTRACT : The South Korean government has manually surveyed the actual production of the local aquaculture 

marine products each year by using aerial photographs or satellite images in order to stabilize the supply of the 

products in the market(KMI, 2014). However, the manual surveys on various sea farms require an enormous 

amount of time and labor. In order to address these problems and automatically detect sea farms from 

high-resolution satellite images from satellites (e.g., KOMPSAT-3), a method that uses machine learning (e.g., 

artificial neural network [ANN]) has been suggested in this study. First, the classes, which are going to be detected 

from the KOMPSAT-3 satellite images of sea farms for learning, are defined. The 1,500-pixel coordinates from 

each class are randomly selected, and the DN values of the pixels are extracted. Various vegetation indexes (e.g., 

NDVI) are generated by using the DN values, while the feature data are generated by combining the DN values and 

various indexes. ANN is learned by using the feature data of each pixel and the defined class numbers. When 

question images are entered into the learned ANN, it outputs classes by pixel. Raster data, which can estimate the 

sea farms, could be obtained from the binary images outputted by class via post-processing, such as labeling. 

 

1. INTRODUCTION 

For the stable supply of aquaculture marine products in the market, the Korean government has manually 

investigated the actual production of domestic aquaculture marine products every year by using aerial photographs 

or satellite images. This means that a person can check all the images, as well as detect the location and quantity of 

sea farms. However, an enormous amount of time and labor are required in order to manually examine various sea 

farms. In order to resolve this problem, a method for the automatic detection of sea farm objects from 

high-resolution satellite images (e.g., KOMPSAT-3) by using an artificial neural network (ANN) was proposed in 

the current study(K.R., 1958, D.E., et al. 1986). First, a classifier needs to be trained, and many groups are collected 

by allocating each band of satellite image and DN value of each vegetation index to a single group, based on the 

same coordinates. Then, the object class is defined for each group by using indicative data. The data, where the 

object class has been defined, are trained by using ANN. When a satellite image for the detection of sea farms is 

entered, the classifier collects each band data of the satellite image and data for each vegetation index, based on the 

pixel coordinates, and the object class for each pixel of the image is obtained by entering the data into the trained 

classifier. The obtained data is a raster image data, while the object is obtained via labeling and 

post-processing(Rosenfeld A. et al. 1996). 

 

2. SATELLITE IMAGE 

For the detection of the number and location of sea farms, the Korean government has used aerial photographs or 

satellite images every year. In this study, sea farm objects were detected by using the KOMPSAT-3 satellite images, 

which have a lower resolution, as compared to aerial photographs. However, it has a 0.7-m level; therefore, the 

identification of sea farms is possible. In the case of aerial photographs, shooting is limited depending on the flight 

condition of an aircraft, and an enormous amount of cost and time are needed for the operation of an aircraft, 

thereby resulting in limited shooting. In the case of satellite images, shooting is enabled at a relatively lower cost, as 

compared to aerial photographs, and the image of a specific location can be shot periodically, since a satellite 

revisits a specific location on certain occasions. In addition, the channels of KOMPSAT-3 include Near Infrared 

Ray (NIR), along with Blue (B), Green (G), and Red (R), and various vegetation indices (e.g., NDWI and NDVI) 

can be calculated (Macfeeters, 1996). This enables easy object identification, and increases the dimensionality of 

the feature for each object that can be read from an image, which is more advantageous for a machine learning 

model (e.g., ANN). Wando, which is a region in Korea with an active aquaculture industry, has been selected as the 

area to be used in the study. 

 

3. FEATURE EXTRACTION 

In order to train ANN, features were extracted from the image. The feature data used in the study were organized as 

follows. 



 

Table 1. Image features used in the study 

Number Name Explanation 

1 
 

Blue, Band 1 of KOMPSAT-3 

2 
 

Green, Band 2 of KOMPSAT-3 

3 
 

Red, Band 3 of KOMPSAT-3 

4 
 

Near Infrared Ray, Band 4 of KOMPSAT-3 

5 
 

Water index,  

6 
 

Vegetation index,  

7 
 

Index using Blue and Near Infrared Ray,  

8 
 

Square of  

 

Table 1 summarizes the image features that were used in the study. Numbers 1, 2, 3, and 4 in Table 1 are the data 

that can be directly obtained from the KOMPSAT-3 image. Number 5 is the water index (NDWI), and it can be 

calculated by using Green and Near Infrared Ray. Number 6 is the vegetation index (NDVI), and it can be 

calculated by using Red and Near Infrared Ray. Number 7 is the index using Blue and Near Infrared Ray, and it can 

be calculated by using Blue and Near Infrared Ray. Number 8 is the index obtained by the square of NDVI, and it is 

calculated by NDVI squared. 

 

4. ANN CLASSIFIER LEARNING 

ANN is an algorithm that has been made based on the structure of the neuron of a living organism, and it is divided 

into the input layer, hidden layer, and output layer, as shown in Figure 1. The data of each layer node is delivered, as 

shown in Figure 2. The required number of nodes for the input layer is identical to the number of feature data. The 

data of the input layer node was delivered to the hidden layer, while the nodes of the hidden layer performed the 

calculation by assigning each different weighting factor to the values delivered from the input layer. In this study, 

the number of nodes for the input layer was set to 8, which was identical to the number of features. The number of 

nodes for the hidden layer was set to 24. The number of nodes for the output layer was set to 5, which was identical 

to the number of object classes. 

 

Figure 1. Structure of the artificial neural network (ANN) used in the study 

For the training, the indicative data was made, as shown in Figure 2. 

Input Layer Hidden Layer Output Layer 



 

 
Figure 2. Indicative data 

 

The program used in this study was developed, so that it could read the actual coordinates and image size of the 

indicative data in Figure 2. Moreover, it could read the satellite image by automatically fitting the coordinates and 

sizes. The color of the indicative data represents the classification of the object class. 

 

 
Figure 3. Images of each band for the KOMPSAT-3 satellite image (left) and images that combined each 

band (right) 

 

The data shown in Figure 3 are collected as feature data, based on the same pixel coordinates. The data at the same 

coordinates of the indicative data indicates the object class. This corresponds to the class column of the table shown 

in Figure 4. 

 

 
Figure 4. Examples of feature data 

 

In this study, the data were collected, as shown in Figure 4. In order to match the quantity, the data collection was 

performed by selecting a random position for each object class from all the pixels. 



5. SEA FARM OBJECT DETECTION AND LABELING 

The objects were extracted from a random region by using the trained ANN, as shown in Figure 7. The legend of 

the object recognition result image is summarized in Table 2. 

 

Table 2. Legend of the raster result image 

Color RGB value Explanation 

Yellow 255, 255, 0 Land detected by NDWI 

Dark blue 0, 85, 0 Land 

Brown 85, 0, 0 Sea 

Light blue 0, 255, 255 Cage-type sea farm 

Red-violet 255, 0, 255 Longline-type sea farm 

Dark green 0, 85, 0 Others 

 

The image entered was the sea farm region near Wando at the southern coast of Korea, and the coordinates are 

162005.9 and 173317.2. The coordinate system is WGS 84 / UTM zone 52N. 

For the data of each object class detection result, as shown in Figure 7, labeling was performed for each object class. 

In this regard, the image can be organized, so that only significant objects are left based on the number of pixels for 

each object. 

 

 
Figure 5. Labeling for the cage-type sea farm 

 

 
Figure 6. Labeling for the longline-type sea farm 

In Figure 5, the number of pixels for each object can be examined, based on the labeling, thereby resulting in only 

significant parts, which can be filtered based on the quantity. However, the region, which misdiagnosed the land 

area, needs improvement. 

In Figure 6, a lot of noise could be eliminated, based on the labeling. 



 

 

Figure 7. Procedures for the image input and the raster data output of the sea farm detection result 
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6. CONCLUSION 

In this study, a method for the recognition of sea farm objects from the KOMPSAT-3 satellite image by using 

ANN was proposed. ANN was trained by extracting the features for each class, while the class for each pixel was 

recognized from the image entered by using the trained ANN. The result could be obtained by eliminating the noise 

through labeling. As for the future research projects, a machine learning method other than ANN can be applied, 

and the object recognition performance can be improved by diversifying the features. 
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