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#### Abstract

Raw digital images usually contain geometric distortion so significant that they cannot be used directly as a map base without subsequent process. Therefore, geometric correction of the image is required whenever the image is to be compared with existing maps or with other images. In general, there are two approaches for the correction of geometric distortions. The parametric approach is model-based while the nonparametric one makes use of ground control points (GCPs).

This paper deals with geometric correction of CORONA satellite image which make use of non-parametric approach. The impact on the distribution of GCPs and their corresponding locations over distorted image area on geometric correction accuracy are mentioned based on Root Mean Square Error (RMSE). Different GCPs configurations are considered by locating GCPs at easily and accurately identifiable places with uniform distribution over the distorted image and placing GCPs at indistinct places with uneven distribution over the distorted image.


## 1. INTRODUCTION

Digital images collected form airborne or spaceborne sensors often contain systematic and nonsystematic geometric errors that arises from the earth curvature, platform motion, relief displacement, nonlinearities in scanning motion, the earth rotation, etc. [1]. The intent of geometric correction is to compensate for the distortions introduced by these factors so that the correct image will have the highest practical geometric integrity.

The geometric correction process is normally implemented as a two-step procedure. First, those distortions that are systematic, or predictable, are considered. Second, those distortions that are essentially random, or unpredictable, are considered.

Systematic distortions are well understood and easily corrected by applying formulas derived by modeling the sources of the distortions mathematically. Random distortions and residual unknown systematic distortions are corrected by analyzing well-distributed ground control points (GCPs) occurring in an image. In the correction process numerous GCPs are located both in terms of their two image coordinates (column, row numbers) on the distorted image and in terms of their ground coordinates (typically measured from a map, or GPS located in the field, in terms of UTM coordinates or latitude and longitude). These values are then submitted to a least squares regression analysis to determine coefficients for two coordinate transformation equations that can be used to interrelate the geometrically correct (map) coordinates and the distorted-image coordinates.

After producing the transformation function, a processing called resampling is used to determine the
pixel values to fill into the out matrix from the original image matrix. The process is performed using the following operations.

1. The coordinate of each element in the undistorted output matrix are transformed to determine their corresponding location in the original input (distorted-image) matrix.
2. In general, a cell in the output matrix will not directly overlay a pixel in the input matrix. Accordingly, the intensity value or digital number (DN) eventually assigned to a cell in the output matrix is determined on the basis of the pixel values that surround its transformed position in the original output input matrix [4].
Commonly used methods for resampling are nearest neighbor, bilinear interpolation, and cubic convolution.

## 2. STUDY AREA AND DATA SET USED

The reference image which is already geometrically corrected was acquired in 1993 by IKONOS comprising the region of Yangon, Myanmar. The image to be geometrically corrected was acquired in 1966 by CORONA that captured the same region as reference image.

Table 1. Specification of Data Set Used

|  | Reference <br> Image | Image to be <br> corrected |
| :---: | :---: | :---: |
| Satellite | IKONOS | CORONA J-1 |
| Spatial Resolution | 1 m | 2.75 m |
| Year of <br> Acquisition | 1993 | 1966 |
| Image Band Used | Pan | Pan |

## 3. GEOMETRIC CORRECTION

There are four different levels of geometric correction of remotely sensed imagery.
(a) Registration- alignment of one image to another image of the same area.
(b) Rectification- alignment of image to a map so that the image is planimetric, just like the map; also known as geo-referencing.
(c) Geocoding- A special case of rectification that includes scaling to a uniform standard pixel GIS.
(d) Orthorectification- Correction of the image, pixel by pixel for topographic distortion [2]
Image rectification is carried out in this work that is CORONA image of Yangon region is rectified to a georeferenced IKONOS image which has UTM coordinate using ERDAS IMAGINE software. The following GCPs configurations are considered.
Configuration 1: GCPs are well-distributed and their corresponding locations are easily identifiable in both images.
Configuration 2: GCPs are not well-distributed, but their corresponding locations are easily identifiable in both images.
Configuration 3: GCPs are well-distributed, but their corresponding locations are not easily identifiable in both images.
Configuration 4: GCPs are not well-distributed and their corresponding locations are not easily identifiable in both images.

For GCPs configurations 1 and 2, control points are carefully chosen because the acquisition time between the two images is too high. Theses control points are place at the places where it doesn't change over time.

### 3.1. Polynomial Equation

A polynomial is a mathematical expression consisting of variables and coefficients. A coefficient is a constant, which is multiplied by a variable in the expression. The variables in polynomial expressions can be raised to exponents. The highest exponent in a polynomial determines the order of the polynomial. A polynomial with one variable, $x$, takes the following form:

$$
\begin{equation*}
\mathrm{A}+\mathrm{Bx}+\mathrm{Cx}^{2}+\mathrm{Dx}^{2}+\ldots .+\Omega \mathrm{x}^{\mathrm{t}} \tag{1}
\end{equation*}
$$

Where,
$\mathrm{A}, \mathrm{B}, \mathrm{C}, \mathrm{D} \ldots \Omega=$ coefficients
$\mathrm{t}=$ the order of the polynomial

A polynomial with two variables, x and y , takes the follow form:

$$
x_{0}=\left(\begin{array}{c}
t  \tag{2}\\
\Sigma \\
i=0
\end{array}\right)\left(\begin{array}{c}
t \\
\sum \\
j=0
\end{array}\right) a_{k} \times x^{i-j} \times y^{j}
$$

$$
y_{0}=\left(\begin{array}{c}
t  \tag{3}\\
\Sigma \\
i=0
\end{array}\right)\left(\begin{array}{c}
t \\
\sum \\
j=0
\end{array}\right) b_{k} \times x^{i-j} \times y^{j}
$$

Where, $t$ is the order of the polynomial $a_{k}$ and $b_{k}$ are coefficients

The following first-order polynomial transformation equations can be used to determine the coefficient required to transform pixel coordinate measurements to the corresponding other coordinate values.

$$
\begin{align*}
& \mathrm{x}_{0}=\mathrm{a}_{1}+\mathrm{a}_{2} \mathrm{X}+\mathrm{a}_{3} \mathrm{Y}  \tag{4}\\
& \mathrm{y}_{0}=\mathrm{b}_{1}+\mathrm{b}_{2} \mathrm{X}+\mathrm{b}_{3} \mathrm{Y} \tag{5}
\end{align*}
$$

where, $(\mathrm{X}, \mathrm{Y})$ are the input pixel coordinates and $\left(\mathrm{x}_{0}\right.$, $\mathrm{y}_{0}$ ) are the output (geographic) coordinates.

The second-order transformation equations for X and Y are

$$
\begin{align*}
& x_{0}=a_{1}+a_{2} X+a_{3} Y+a_{4} X^{2}+a_{5} X Y+a_{6} Y^{2}  \tag{6}\\
& y_{0}=b_{1}+b_{2} X+b_{3} Y+b_{4} X^{2}+b_{5} X Y+b_{6} Y^{2} \tag{7}
\end{align*}
$$

The third-order transformation equations for X and Y are

$$
\begin{align*}
x_{0}= & a_{1}+a_{2} X+a_{3} Y+a_{4} X^{2}+a_{5} X Y+a_{6} Y^{2} \\
& +a_{7} X^{3}+a_{8} X Y^{2}+a_{9} Y X^{2}+a_{10} Y^{3}  \tag{8}\\
y_{0}= & b_{1}+b_{2} X+b_{3} Y+b_{4} X^{2}+b_{5} X Y+b_{6} Y^{2} \\
& +b_{7} X^{3}+b_{8} X Y^{2}+b_{9} Y X^{2}+b_{10} Y^{3} \tag{9}
\end{align*}
$$

The number of control points should be more than the number of unknown parameters in polynomial equations, because the errors are adjusted by the leastsquare method. The number of unknown parameters in polynomial transformation equation can be obtained using the following equation

$$
\begin{equation*}
N=\frac{(t+1)(t+2)}{2} \tag{10}
\end{equation*}
$$

Where,
$N=$ minimum number of GCPs
$t=$ the order of polynomial transformation

Depending on the geometric distortions, the order of polynomial is determined. Usually a maximum of third-order polynomial is sufficient for existing remote sensing images [1].

As the image to be rectified is highly distorted, third order polynomial transformation is chosen in this work. Based on equation (10), minimum numbers of GCPs should be at least 10 GCPs. Total number of GCPs chosen for this work is eleven.

### 3.2. Interpolation

Once applying geometric transformation, image may be shear, rotate, transformed or skewed. Pixel interpolation is necessary for filling missing values of area. For that pixel brightness values must be determined. There may not be any direct one-to-one relation between base image and image which is rectified. There is mechanism for determining the brightness value, this process is known as pixel interpolation.

### 3.3. Resampling

Resampling process used to determine the digital values to place in the new pixel location of the corrected output image, this process known as a resampling. Resampling required to estimate a new pixel between existing pixels due to non-integer transformed ( $\mathrm{x}, \mathrm{y}$ ) . Table 2 shows types of resampling method [2] .

Table 2. Types of Resampling Method

| Type | Description |
| :--- | :--- |
| Nearest <br> Neighbor | New pixels value get from closet <br> pixel of old pixel |
| Bilinear <br> Interpolation | New pixels value calculated from <br> the weighted average of $4(2 \times 2)$ <br> nearest pixels |
| Cubic <br> Convolution | New pixels are computed form <br> weighting16(4×4) surrounding <br> DNs |

### 3.4. RMS Error

RMS error is the distance between the input (source) location of a GCP and the retransformed location for the same GCP. In other words, it is the difference between the desired output coordinate for a GCP and the actual output coordinate for the same point, when the point is transformed with the geometric transformation.

RMS error is calculated with a distance equation:

$$
\begin{equation*}
\text { RMS Error }=\sqrt{\left(x_{r}-x_{i}\right)^{2}+\left(y_{r}-y_{i}\right)^{2}} \tag{11}
\end{equation*}
$$

Where, $x_{i}$ and $y_{i}$ are the input (source) coordinates, and $x_{\mathrm{r}}$ and $y_{r}$ are the retransformed coordinates

RMS error is expressed as a distance in the source coordinate system. If data file coordinates are the source coordinates, then the RMS error is a distance in pixel widths. For example, an RMS error of 2 means that the reference pixel is 2 pixels away from the retransformed pixel.


Figure 1. Residuals and RMS Error Per Point

### 3.5. Tolerance of RMS Error

The amount of RMS error that is tolerated can be thought of as a window around each source coordinate, inside which a retransformed coordinate is considered to be correct (that is, close enough to use). For example, if the RMS error tolerance is 2 , then the retransformed pixel can be 2 pixels away from the source pixel and still be considered accurate [3].


Figure 2. RMS Error Tolerance

## 4. EXPERIMENTAL RESULT

Table 3. shows the result on geometric correction using third order polynomial with different GCPs distribution and location.

Table 3. RMS Error for Different GCPs Configuration

| GCPs <br> Configuration | 1 | 2 | 3 | 4 |
| :---: | :---: | :---: | :---: | :---: |
| Polynomial <br> Order | 3 | 3 | 3 | 3 |
| Minimum <br> Requirement <br> of GCPs | 10 | 10 | 10 | 10 |
| Total Number <br> of <br> GCPs Used | 11 | 11 | 11 | 11 |
| RMS Error | 0.4129 | 0.5416 | 0.8658 | 0.9700 |
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Figure 3. (a) \& (b): GCPs Distribution and Location on Reference and Distorted Images for GCPs Configuration 1
(c) \& (d): GCPs Distribution and Location on Reference and Distorted Images for GCPs Configuration 2
(e) \& (f): GCPs Distribution and Location on Reference and Distorted Images for GCPs Configuration 3
(g) \& (h): GCPs Distribution and Location on Reference and Distorted Images for GCPs Configuration 4
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Figure 4. (a), (b), (c) \& (d): Rectified Images of GCPs Configuration 1, 2, 3, and 4

## 5. DISCUSSION AND CONCLUSION

In this work, image to map geometric rectification of distorted image is performed based on third order polynomial. Rectification is carried out by four types of ground control points configuration in such a way that the impact on different distribution patterns of ground control points and their corresponding location is analyzed.

The first GCPs configuration is that GCPs are located at the places where they are easily and accurately identifiable in both images and their distribution is even across the image.

The second GCPs configuration is that GCPs are put at the points which are distinct, but they are not well distributed across the image.

The third GCPs configuration is that GCPs distribution pattern is uniform across the image but they are not accurately identifiable.

The last GCPs configuration is that GCPs are not well distributed and their corresponding locations are not distinct.

Finally, the results on geometric rectification are evaluated by using the total root mean square error (RMSE). Based on the result, it shows that RMSE is the lowest in the case where GCPs distribution pattern is uniform across the image and their locations are at road intersection, building corner, and distinct natural features. RMSE is getting higher on GCPs configuration two to four by order. The worst case is that RMSE is the highest where GCPs distribution pattern are not evenly spread across on both images and their corresponding locations are not distinct.

In conclusion, based on experimental result, geometric correction accuracy of distorted image depends not only on the location of GCPs where they are placed at easily identifiable places (building corner,
road intersection, etc.), but also on their distribution (evenly spread across the image).
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