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Point-cloud acquisition is an effective approach for 3D modeling and mapping for GIS applications in an indoor environment. Moreover, point-cloud clustering is an essential technique for modeling massive point clouds. We focus on the region-based point clustering to extract a polygon from a massive point cloud. In region-based clustering, Random Sample Consensus (RANSAC) is a suitable approach for estimating surfaces. However, local workspace selection is required to improve a performance in a surface estimation from a massive point cloud. Moreover, with conventional RANSAC, it is hard to determine whether a point lies inside or outside a surface. In this paper, we propose a method for panoramic rendering-based polygon extraction from indoor mobile LiDAR data. Our aim is to improve region-based point-cloud clustering in indoor modeling. First, we propose a point-cloud clustering methodology for polygon extraction on a panoramic range image generated with point-based rendering from a massive point cloud. Next, we describe an experiment that was conducted to verify our methodology with an indoor mobile mapping system. Finally, we confirm that our proposed methodology can achieve polygon extraction through point-cloud clustering from a complex indoor environment.
