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ABSTRACT: We present results of the RAPIDMAP project funded by the EU & Japan with aim to foster the cooperation of European countries with Japan in R&D. The main objective of RAPIDMAP is usage of remote sensing data and WebGIS technologies for rapid mapping of disasters and the development of a Decision Support System (DSS) for fast information access and analysis. Here, we mainly present a case study of the Tohoku tsunami disaster 2011. We address the topics, near real-time monitoring, change detection, mapping and co-registration, using images before and after the tsunami. The optical and radar images were acquired by satellites (TerraSAR-X and FORMOSAT-2) and UAVs (Unmanned Aerial Vehicle). Change detection focuses on linear features, using Curvelets, and flooded areas. Co-registration uses various matching methods for very different images and addresses also the problem of automated matching blunder detection. Results are also presented on mapping and change detection (especially of buildings) using oblique aerial optical images related to the L’ Aquila (Italy) 2009 earthquake.

1. Introduction, TEST AREA AND DATA
CONCERT-Japan (http://www.concertjapan.eu/) is a EU & Japan funded project in the International Cooperation Activities under the Capacities Programme of the EU FP7 for R&D. The major objective of this project is to foster and expand the cooperation of Europe and Japan in science and technology. RAPIDMAP (http://rapidmap.fbk.eu/) is one of five projects adopted under the topic "Resilience against Disasters". In this paper, we present results of RAPIDMAP aiming at near real-time monitoring, change detection, mapping and image co-registration.
For this work, we use pre- and post-event data of the Tohoku Tsunami Disaster of March 11, 2011. The study area (see Figure 1(a)) is situated at Miyagi Prefecture, Japan. The satellite data used for change detection and co-registration include TerraSAR-X (TSX) and FORMOSAT-2 images (see Figure 2). As for the study of near real-time monitoring, Landsat-8 data and digital images acquired by an UAV (Unmanned Aerial Vehicle) were used. Results of Section 3 are validated using a thematic map - "TerraSAR-X Change Analysis of Sendai Area, Japan" (ZKI, 2011), produced three days after the tsunami and called "thematic map" below. 
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	Figure 1. (a) Study area (red) in Miyagi, showing the TSX image of March 12, 2011. The pink square shows the area used in Section 3 (enlarged in (b) and (c)). (b) The thematic map in area of Section 3 (Magenta: destroyed buildings or debris; Light blue: structural damages across harbour; Dark blue: flood area). The yellow line shows the boundary between the flood-free (top-left) and flooded (bottom-right) areas. The yellow square in (a) and square 2 in (b) show the Sendai harbour, used in other investigations. (c) Google Earth image of (b).


TSX images used have following characteristics: acquisition dates 20 October 2010 and 12 March 2011, both images accurately co-registered and radiometrically calibrated, stripmap mode, HH polarization, descending orbit, right looking direction, 37o average incidence angle, orthorectified with the SRTM DSM and 5m GSD (Ground Sampling Distance). For image co-registration, the second TSX image was used. The FORMOSAT-2 images were acquired on March 11th and 19th, 2011, with a GSD of 2 m and were geocoded. They were used in Sections 4 and 5.  For co-registration, FORMOSAT-2 images are downsampled to the GSD of TSX (5m). The area covered is fairly flat, so no major differences in the displacements of points due to relief are expected. 
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	Figure 2. (a) FORMOSAT-2 image (© NSPO) of the study area from March 19, 2011. (b) TSX image of March 12, 2011. (c) TSX image of October 20, 2010. In (b) and (c) areas of flooding and “normal” water are dark.


The data used in Section 6 cover the city of L’Aquila (Italy) before and after the 2009 earthquake.  Pictometry datasets of 2008 and 2009 include nadir/oblique images, with 65/85 mm focal length, 13/15 cm GSD and about 100/200 images.
2. Near REAL-TIME disaster MONITORING

2.1 Fast Delivery of Landsat-8 Images　  
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Tokai University Space Information Center (TSIC) is one of the most sophisticated and automated ground stations owned by a university (Cho et al., 2013). In 2013, Landsat-8 data reception was started at TSIC under the cooperation with the National Institute of Advanced Industrial Science and Technology (AIST). In order to allow near real-time monitoring, we have developed a procedure to upload the browse image of the Landsat-8 on our TSIC website within 15 minutes after the data reception. However, since one scene of Landsat-8 is quite large (approx. 7000pix x 7000pix), it is not realistic to download the whole scene at the field site, where the network bandwidth is limited. Thus, we developed the following procedure. If a disaster occurs in an area, the rescue team uploads the centre latitude and longitude of the area via mobile terminal to our system. Then, a smaller area of 800pix by 600pix is automatically extracted from the latest Landsat-8 image and uploaded on our website. Then, the rescue team can easily download the Landsat-8 image of the target area at the field site using a mobile terminal. Figure 3 shows the procedure of near real-time Landsat-8 image delivery. 

2.2 Monitoring with UAVs
UAVs, which apply Micro Electro Mechanical Systems (MEMS) technologies and are capable of autonomous and automatic flight, are now commercially available for short-distance remote sensing. Recently, prices of multi-copter UAVs have been reduced to US$1000 or less. One-board computer systems are now available at reasonable prices and are increasingly being used for controlling measurement systems. Especially, the single board computer RaspberryPi adopts Linux as OS, and has interfaces with various peripherals, such as USB, LAN, and serial ports. Furthermore, this board provides options to connect visible and infrared digital cameras (RaspiCam, 2013). We have mounted this board computer to low-cost UAVs (see Figure 4) to enable short-distance remote sensing. We chose the DJI Phantom and our own designed UAV as the low-cost platform for this research. We have equipped our UAV with a flight controller that has a capability to use waypoints. The weight of these UAVs is around 1000g including battery, and the payload capacity about 400g at maximum. An imaging system for acquiring aerial images was designed to satisfy our requirements for weight and power consumption. We connected the GPS and near-infrared camera modules to the I/O of RaspberryPi. We also developed a control program for this camera system applying multi-threaded processing technique to acquire data simultaneously from the camera and GPS modules. The camera can record the shooting time, latitude, longitude and altitude. Test data covering the tsunami-damaged areas were acquired in August 2014, by using the Phantom UAV with our near-infrared (NIR) camera combined with a superblue filter (Public Lab: Superblue, 2013). Figure 5 shows images over the area in Yuriage district, Natori city (NGB (NIR, G and B bands, corresponding to a false colour infrared, though in this camera NIR is weak, thus vegetation not clearly reddish) and Normalized Difference Vegetation Index (NDVI) images). The developed system can often be used to monitor the situation immediately after disasters.
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Figure 4. The assembled UAV.



        (a) NGB colour image
                  　     (b) NDVI image
                                                                    Figure 5. Example of NGB and NDVI images of Yuriage area.
3. linear-feature Change detection USING CURVELET FILTERING and tsx images
Detecting changes of linear features may indicate destroyed man-made objects like buildings or bridges. From the calibrated TSX images, a difference image (pre- minus post-event) is produced. These scattering coefficient differences represent changes. Changes of man-made structures usually lead to linear-feature-like patterns caused by destroyed man-made objects, e.g. buildings, roads, bridges. In contrast, change patterns in other cases, like non-urban disaster areas or disaster-free areas, tend to be irregular or point-like. Based on these distinct characteristics, Curvelet filtering is applied to difference images to suppress false alarms of irregular features and enhance signals of linear features. Although using various filtering and/or morphological approaches can also achieve a similar result, this simple and efficient approach agrees with the core spirit of RAPIDMAP, i.e. "Rapid". 

The Curvelet transformation decomposes a function into a sum of so-called Curvelets, which refer to linear features of different scales, orientations and locations. For many problems, only a few coefficients are required to approximate a linear function sufficiently well. More details are found in Candès et al. (2006). When applying the Curvelet transformation to an image, the magnitude of Curvelet coefficients depends on the strength of a certain linear-feature in a specific scale, orientation and location. Among different scales, the signal of linear-features is retained in the Curvelet coefficients of coarser scales too. In contrast, in case of noise and residual linear-feature components the energy is distributed over the remaining Curvelet coefficients of the finest scales. The aim of Curvelet filtering used in this study is to downweight the Curvelet coefficients of finest scales. Thus, irregular features in the initial image are suppressed. After Curvelet filtering, an inverse Curvelet transformation is applied to retrieve an image retaining linear-features but suppressing irregular features. The processing steps are as follows. After accurate co-registration and radiometric calibration of the pre- and post-event TSX images, a difference image is produced and differences are mapped to 0-255 values for visualization and input to Curvelet filtering. Thus, pixels with no change are mapped close to 127, while changes are brighter or darker. Next, Curvelet filtering is applied to the difference image and then thresholding (using an upper and lower threshold) to extract only significant linear-feature changes. A case study is presented below.
A complex area near the Sendai harbour (see Figures 1 (b) and (c)) is selected. Most changes are in the flooded areas along the coasts, including destroyed buildings, structural damages in the Sendai harbour and flood cover. In contrast, fewer changes can be found in the flood-free area covering settlements, farmlands and mountainous areas. Such changes in the flood-free area and the irregular-feature changes in the flooded area are considered as false alarms. The aim is to exclusively extract the linear-feature changes of man-made objects without false alarms. Figures 6(a) and (b) show the stretched differences before and after Curvelet filtering. Detected changes in the flood-free areas are almost filtered out in (b). In the flooded areas, irregular features are suppressed and linear features (changes of structures) are preserved. A comparison of Figures 6(a) and (b) shows that hardly any false alarms occur in the non-flooded area, whereas in particular the damaged harbour infrastructure was detected. The same thresholding is used in both difference images. Extracted changes are shown in Figures 6(c) and (d). In (c) many false positives occur throughout the scene. In (d) false alarms in the flood-free area are suppressed. In flooded areas, the extracted linear-feature changes of the structures can be separated from changes in homogeneous flooded areas. Comparing Figures 1(b) and 6(d), the position of the magenta areas (destroyed buildings or debris) in 1(b) fit well with the detected linear-feature changes in 6(d). These results prove the practical utility of the Curvelet-based approach. Further work on detection of flood areas and damaged bridges can be found in Yang et al. (2014).
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	Figure 6. (a) The stretched difference image. The yellow line separates flooded and non-flooded areas. Light and dark areas indicate changes, grey areas are mainly unchanged areas. (b) Same as (a), but after Curvelet filtering. (c) and (d) Detected change areas (white) extracted after thresholding of (a) and (b), respectively.


4. Co-registration between tsx and formosat-2 images
For co-registration, several corresponding points in different images with an accuracy of at least a few pixels need to be found. Soukal and Baltsavias (2012) describe our previous work on co-registration. Here, we present two other promising and quite robust matching methods, which we further extended for blunder detection (filtering). Both methods compute shifts between a master and slave image and use quite large image patches for matching. The first method uses a Mutual Information (MI) similarity measure (Reinartz et al., 2011). The second method uses a Discrete Fourier Transform and cross-correlation in the frequency domain (Guizar-Sicairos et al., 2008) (called below Fourier Transform Cross Correlation (FTCC)). Here, we briefly present results for the Tohoku data. More tests and details on the developed methods are found in Lanaras et al. (2014). Both methods used 301x301 patches and patch centres every 75 pixels, leading to 324 points to be matched. FORMOSAT-2 and TSX images (Figure 2) were matched, both either before or after the tsunami. For TSX, two more images (compared to the ones of Section 1), from 21/9/2008 and 23/3/2011, were used. The last image and the FORMOSAT-2 image of 19/3/2011 are called pair 4 below. After matching, a filtering is performed using various quality criteria. These criteria are either delivered by the matching methods (e.g. the shift values) or computed a posteriori (e.g. the normalised crosscorrelation (NCC) of the matched patches). In total 9 criteria are used: x- and y-shifts, deviations of shifts from mean shifts of local neighbourhood, difference of x- and y-location of max NCC within a search window centered at the matching result to the location of the matching result, ratio of NCC at matching result location to the max NCC within the search window, standard deviation of grey values (related to texture strength) of master and slave patches before matching, and for MI also the MI value. Since each criterion has different value range, to combine them we first normalise them (except the criteria related to pixel coordinates) to the range 0 to 1. Thus, we have for each match point a 9-dimensional vector. The vectors of correct matches tend to form clusters in this 9-dim space, while blunders are arbitrarily distributed. To combine them, we compute for each point the sum of the distances from the point’s vector endpoint, to the vector endpoints of all other points. For correct matches forming clusters, many distances will be short, and thus the sum smaller than for blunders, which are spread all over the 9-dim space. These sums are sorted and the user manually decides on a threshold referring to the number or percentage of the points with the smallest distances (best matches) to be kept. In the future, we will adapt some filtering parameters and make an automated threshold selection. Practical tests show that with this filtering most blunders are detected. However, some blunders still remain, while some good matches are removed. These two problems depend on the threshold value, and when one decreases, the other increases. The filtering results can be further improved by combination of the filtered results of MI and FTCC. When the results are close to each other, the probability that matching is correct is much higher. Matching results were checked visually at all processing stages: before and after filtering, and after combination of the two methods. Table 4 presents some results for pair 4.
Table 1. Matching and filtering statistics (pair 4). In the 3rd and 6th columns the two % values refer to the initial and filtered points respectively. Initial points = all points without matching numerical problems (e.g. at image borders).
	MI-Initial points
	MI-Points after filtering (No / %)
	MI-Filtered and correct (No. / %)
	FTCC-Initial points
	FTCC-Points after filtering (No / %)
	FTCC-Filtered and correct (No. / %)

	312
	262 / 84%
	254 / 81% - 97%
	315
	176 / 56%
	168 / 53% - 95%
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(b)
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(c)
	[image: image14.emf]0 200 400 600 800 1000 1200

0

200

400

600

800

1000

1200

1400

1600

1800

2000

2200

30 pixels

FTCC shifts for pair 4 filtered


(d)

	Figure 7. Matching shifts for pair 4. No filtering: (a) MI, (b) FTCC. After filtering: (c) MI, (d) FTCC.



5. Flooded area extraction using a pair of FORMOSAT-2 panchromatic images

Since the FORMOSAT-2 panchromatic (Pan) band (450-900nm) covers also the near IR, water and flooded areas are likely to be dark in such images. Figures 8(a) and (b) show Pan images of the Nanakita River mouth (see bottom of Figure 1(c)) taken on March 11 and 19, 2011. Figures 8(c) and (d) are binarised images of 8(a) and 8(b). The thresholded differences of (c) and (d) were coloured in magenta and overlaid on the true colour image of March 11, 2011 as shown in (e). These magenta areas show the estimated flooded area.
	[image: image21.emf](a)
	[image: image22.emf](b)
	[image: image23.emf](c)
	[image: image24.png]


(d)
	[image: image25.emf](e)

	Figure 8. Flooded area extraction using FORMOSAT-2 images (© NSPO). (a) Pan image (March 11, 2011). (b) Pan image (March 19, 2011). (c) Binarised image of (a). (d) Binarised image of (b). (e) Difference of (c) and (d) showing the estimated flooded area overlaid on the true colour image of March 11, 2011.


6. mapping and change detection using oblique aerial images

Within RAPIDMAP, oblique images are used to reconstruct pre- and post-event 3D scene models (especially buildings) and estimate damages. In the last years, aerial systems producing oblique and vertical images have been increasingly used, especially in modelling of urban areas, building façades and footprints etc. Oblique images are also easily interpretable. However, most existing software is unsuitable for their processing, especially regarding image orientation and matching, two tasks where we try to improve current approaches and develop new methods. Regarding image orientation, a standard bundle solution is used but guided with the help of a connectivity graph with nodes and edges representing images and their relationships. This graph helps in speeding matching of tie points and reducing the number of possible outliers. More details can be found in Rupnik et al. (2013). 3D scene reconstruction is performed with dense image matching. However, the results are often noisy and wrong reconstructions can still be visible in problematic cases of matching. These problems are only partially reduced by higher image overlaps and become more relevant with oblique images, due to more pronounced perspective distortions. In the performed tests, dense point clouds were generated using MicMac, which uses master and slave images and is able to produce measurements for each pixel of the master image. An in-house tool was realized to identify the relevant images for dense matching (similarly to the aforementioned connectivity graph) (Rupnik et al., 2014). Master images are selected, such that they cover the whole area and ensure a sufficient overlap between adjacent master images (usually 30-40% to achieve a complete scene reconstruction in very dense urban areas). Slave images are selected considering the overlaps with each master image. An entire building with façades is normally reconstructed using four point clouds (from four different master images), which are then merged together. Due to the slant views and depth variations, several wrong object points (“mixed” points) can be generated. These “mixed” points are usually aligned along the viewing direction of the images, where object borders and shadows occur, influencing the correctness and visual quality of the point cloud. These points are usually grouped in clusters and cannot be removed simply by analysing the proximity of each point to its neighbours. Thus, a special filtering of these points has been developed (Nex et al., 2013). Figure 9 shows the pre- and post-event textured, dense, 3D point clouds. 3D comparisons are then performed to quantify the earthquake damages (Nex et al., 2014).
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	Figure 9. 3D point clouds of a historical monument in L’Aquila before (a) and after (b) the 2009 earthquake.


7. CONCLUSIONS
Near real-time delivery of Landsat-8 images in the field, as well as usage of UAVs for monitoring have been presented. The linear-feature change detection demonstrates that the Curvelet-based approach can be used to effectively extract linear-feature changes. Co-registration of quite different images with good performance is feasible. Coarse flood area estimation can be quickly and simply performed by using images covering NIR, though SAR images are generally more suitable for water area detection. Oblique aerial images can be favourably used for mapping and change detection, especially of buildings. The methods presented, although partly simple, are practical and useful. These promising approaches will be refined, further tested and integrated into the DSS of RAPIDMAP. 
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�Figure 3. The procedure of near real-time Landsat-8 image delivery.
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