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ABSTRACT: Using low-cost single frequency GPS receiver for kinematics positioning, the data takes 
a long time (comparing to the usual dual-band receivers at present) for solving ambiguity. The paper 
added SBAS satellite data to improve the problem. SBAS satellite signal strength is weaker and the 
larger orbit error than GPS satellite. It is necessary to carefully consider the differences between GPS 
and SBAS satellite data, or it will become unstable or even fail to solve. This paper presents an 
adaptive EKF theory. The data of master station is used to estimate the error of each satellite. The error 
information is designed for dynamically adjusting the corresponding system and measurement model 
of EKF. Validation with the 24-hour experimental data of short baseline, this method can be 
successfully carried out GPS / SBAS RTK positioning. The success rate of ambiguity resolution of 10 
minutes GPS data is improved from 56.9% to 81.9%, when added the SBAS data. 
 
INTRODUCTION： 
   Real-Time Kinematic (RTK) with single-frequency GNSS receiver, its positioning accuracy is up to 
centimeter level [1-2]. Without the codes and high-precision dual-frequency phase data, the baseline 
length is limited (typically <10km) and ambiguity resolution takes longer. The shortcomings of 
baseline length limited could be improved by VRS technology [3], this study's objective is to increase 
the efficiency of ambiguity resolution. Ambiguity resolution initial period is related with satellite 
geometry and measurement accuracy. Generally, dual-frequency measuring instrument with its 
commercial grade software, the resolution initial period is about five minutes or less [4], as well as the 
initial period of single-frequency Trimble instrument is about 45 minutes [5]. To reduce the time 
required to solve the ambiguity of the single-frequency GNSS receiver, many studies adopt 
INS-assisted single-frequency GNSS receiver for ambiguity resolution work [2,6,7], in order to reduce 
the number of unknown parameter, to enhance the effectiveness of ambiguity resolution. 
  SBAS and GPS satellite signals are similar; the same L1 carrier frequency signal with CA code, so 
the low-cost GNSS receivers can receive the SBAS satellite signals. Most regions in the world received 
at least 2 SBAS satellite of signals. While GPS satellite geometry is poor, SBAS satellite data can 
significantly improve the satellite geometry, and thus reduce the time required ambiguity resolution. 
Compared to the GPS satellites, SBAS satellite signal-to-noise is relatively low and the error from the 
satellite (orbit, clock error) are larger and unstable. GNSS positioning must appropriately consider the 
error from the SBAS satellite, otherwise it will create solution instability or divergence. This study 
proposes estimation error of master station by adding the adaptive Kalman filter correction factor to 
solve this problem. 
 
2. THEORY BACKGROUND 
2.1 GPS measurement 
  In this paper, single-frequency L1 GPS receivers for data processing, the concept of measuring the 
phase of L1 and codes, the original observation equation can be written as [8]： 
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g
p1ϕ = phase measurement from p receiver to g satellite (units of cycles)； g

p1ρ = pseudorange from p 

receiver to g satellite (units of meters); g
pR geometric range from p receiver to g satellite (units of 

meters); g
pT = tropospheric delay (units of meters); ptd , gdt = p receiver and g satellite clock error, 



respectively (units of meters); g
pI = ionospheric delay (units of meters); g

pN1 = phase ambiguity (units 

of cycles); g
p

v
1ϕ

= phase noise (units of cycles); g
p

v
1ρ

= pheudorange noise (units of meters).  

Double difference observation equation can be written as： 
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2.2 Kalman filter 
 Kalman filter is widely adopted for GPS kinematic positioning. Its observation equation and 
dynamic equation can be written as：[9]： 
                 (5) 

                 (6) 

Equation (5) is dynamic equation, and (6) Equation is observation equation, while kx , 1−kx  represent 

system state vector at k and k-1epoch， 1T −k is Parameter transformation matrix at k-1 epoch, 1−kw is 
noise of dynamic model. 0, Q  on behalf of the Gaussian distribution (mean 0 and standard 
deviation of ). kH is design matrix, while kv  is the noise vector, 0,  on behalf of the 
Gaussian distribution (mean 0 and standard deviation of ). Kalman filter estimates are divided 
into the following two steps the time update and the measurement update, the corresponding equation 
for the time update is： 
                (7) 

                        (8) 

 is covariance matrix of system state at k epoch, (-) represents the predicted results and (+) 
represents the updated results. Measurement update equation is:： 
                (9) 

                (10) 

                         (11) 

 
2.3 Adaptive Kalman filter 
Kalman filter solution, i.e., dynamic mode, the error of observation mode and the corresponding 
statistical parameters must be determined using a priori information. This information is difficult to 
practice full compliance with all the circumstances. The use of the incomplete information may cause 
large errors and even divergent solution. Adaptive filter is the role of methodology to reduce the 
difference between the actual data and the a priori information. The main approach is to estimate the 
difference between the immediate actual data and the set of statistical parameters, and then correct the 
statistical parameters with the actual data. Generally we often adopt the concept of innovation sequence. 
Innovation sequence represents the differences between obtained observations and the actual estimate 
state, as the following formula [10]: 
                    η z z                               (12) 
where z H  x  
Innovation sequence times Kalman gain is called weighted innovation, it is equal to the correction 
value in equation (9) ( K z z , i.e. the measurement update step, from the estimated state 
x  transition to the update status x of the correction value. The innovation covariance of 
Kalman filter is as: 
                    C E η ηT H P HT R             (13) 
C  is composed of covariance matrix of prediction state and measurement noise covariance, its value 
was estimated on the grounds of a priori information about the theoretical value. Using the following 
formula can be obtained by the actual situation of the innovation covariance [11]: 
                      C ∑                         (14) 
where M is a window size. Larger M the better average results obtained, the smaller M can filter faster 
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response time.The scalar variable α  is used to describe the degree of change between C  and C ： 
                        α max 1, tr C C     or                   (15) 

                        α max 1, C
C

 
where m is dimension of z . 
The unaccounted error is caused by incomplete information of dynamic model or measurement 
equation. Measurement equation error of the SBAS satellite instability is the bias which this study will 
overcome.As well as, the effects of incomplete information in the measurement equation can be 
compensated by the decrease of the magnitude of kalman gain, which is as [11]： 
                         K K                          (16) 
 
2.4 Reference-station-assisted adaptive Kalman filter     
2.4.1 Estimated error of Reference -station-assisted  
    The reference station coordinates are known for relative positioning. The known coordinates of 
the reference station can be used to estimate the amount of error for each satellite, which from the 
atmospheric effects, satellite error (satellite orbit and satellite clock error) and receiver clock bias idt . 
Equation (2) could be rewritten as：  
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where )0(/,
g

iontroppd  is the zenith atmospheric error,
)cos(

1
g
pz

is mapping function, g
pz  is the zenith 

angle from receiver p to satellite g. By equation (12), the error of atmosphere and satellite can be 
estimated. The differential residual error can be estimated by following the formula. 
Differential effect of the atmosphere after the following formula can be used for approximate estimates 
[11]： 
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    Differential satellite error can be approximate the following formula to estimate [12]： 
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where R is the distance from reference station to the satellite, l is the baseline length from reference 
station to rover station. EΔ  represents overall differential error estimate： 
                       iontropsat EEE /Δ+Δ=Δ                           (20) 
 
2.4.2 Reference-station-assisted adaptive Kalman filter 
   Reference station data using real-time estimation error value obtained by adding the Kalman filter, 
called the master-assisted adaptive Kalman filter, the approach is as follows: 

    iσ  is satellite i observations noise (thermal noise and multipath effects), and iσ  is the 
expectations of iσ  ( a priori information can be obtained, called the a priori error). Considering iσ , 

estimation error of satellite i observations is 22
iiE σ+Δ . We use iα  to present the ratio of a priori 

error and estimation error: 
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when iα <k ( k=3.29, confident level 0.1%), we can determine the systematic error is still within 
reasonable limits, then we can simply amplify the corresponding R in equation (6). When iα 3.29, 
the system error is too large, then the exponential function can be used to reduce its value. The 
application of formulais： 
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    By ei, we can generate an estimated covariance matrix as： 
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 Since double differential mode, the covariance matrix will be as： 
                         TBCBDDC ⋅⋅=                               (24) 
B is coefficient matrix. If the 0-th satellite as the reference satellite, then B is： 
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Obtained DDC, the equation (11) can be rewritten as： 
                                                                    (26) 
 
3. EXPERIMENTAL RESULTS 
  Experiments were divided into two parts, the first part is the analysis of the codes and phase 
measurements for the receiver noise. The second part of the SBAS satellite data to assess the added 
impact of L1 RTK. GPS receiver used in our experiment is developed for navigation, the receiver uses 
ublox-4t chipset, the receiver costs about $ 100 .The mask angle observed was 15 degrees. In this study, 
24 hours a district can receive two SBAS satellites, numbered PRN129 and PRN137 (Japan MSAS 
satellites).  
 
3.1 Noise analysis of observations 
  This session using the known coordinates of the station to analyze thermal noise on the code and 
phase measurements. The data contains 0.5m-length short baseline and a zero-length baseline, 
observation time was May 7 and May 6, 2011. 24 hours data were analyzed. 
For differential model observations ,a pseudo C/N0 is computed with the following equation [13]： 

                 C/N 10.0 · log 10
C
N

10

C
N

          (27) 

  The standard deviation of the zero baseline DD code and phase observations are presented in Fig1 
and Fig 2. The horizontal axis of Figure is pseudo C/N0, each data point for the 120 seconds of data to 
calculate the standard deviation.  GPS satellite signals and SBAS satellite signals will map separately. 
The figure can be found when C/N0 = 45 db Hz ,GPS and phase accuracy of the codes were 0.31m and 
1.2mm, and SBAS satellites codes and phase accuracy are 1.56m and 6.0mm.  

 
Figure 1 the relation between code error of zero-length baseline and C/N0 
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Figure 2 the relation between phase error of zero-length baseline and C/N0 

  The standard deviation of the short baseline DD code and phase observations are presented in Fig3 
and Fig 4. Can be found from the figure, when C/N0 = 45 db Hz, GPS codes and phase accuracy were 
1.17m and 11mm. And SBAS satellites codes and phase accuracy are 2.86m and 7.3mm, the figure 
listed in the coefficient can be obtained corresponding to different C/N0 priori error value, this error 
value can be used in equation (21) and (22).  

 
Figure 3 the relation between code error of short-length baseline and C/N0 

 
Figure 4 the relation between phase error of short-length baseline and C/N0 

 
3.2  The success rate of kinematic positioning ambiguity resolution with SBAS satellite  



First, true value ambiguity is obtained by using the known baseline vector. Experiments were 
performed in the Sijhih area of Taiwan, where the length of the baselines was 0.5 m and 3.4 km. The 
data was collected from the 145st day of 2010. Then one day of test data, every 10 minutes for a period, 
each period for a solution to work for a total order of 144 solutions. Two minutes, five minutes and ten 
minutes data is used for ambiguity resolution in each session. Ambiguity resolution success rate is 
estimated by comparing with the true value.  

Table 1 lists the success rate of the three length of time (two minutes, five minutes, ten minutes). 
From the table of results can be found, adding SBAS satellite data for two minutes, five minutes, ten 
minutes, improve the success rate of 26.7%, 31.3%, 25.0%. The shorter length of time, the higher the 
degree of improvement. During the experiment, four sessions every day (length of time period 10-40 
minutes) can only be received five GPS satellites. In these periods ambiguity resolution need take a 
long time. In addition, when any satellite shelter for ambiguity resolution will be difficult work. But 
with at least two MSAS satellites, it is a great help for the initial ambiguity estimated.  

Table 1 the success rate of the three length of time period 
Length of time without SBAS satellite with SBAS satellite 

2 min 31.94%  (92/288) 58.68%  (169/288) 
5 min 43.75%  (126/288) 75.00%  (216/288) 

10 min 56.94%  (164/288) 81.94%  (236/288) 
 
4. Conclusion and Outlook 

Add to SBAS satellite data, can increase the satellite number of two (in Taiwan). For fewer satellite 
situation, increasing the two satellites is very helpful. However, SBAS satellite signal strength is weak 
and the larger satellite error. Without considering the two factors may make the solution worse and 
even cause divergent results. This paper presents a theory can be successfully carried out AAEKF GPS 
/ SBAS positioning, with or without added benefit this method SBAS satellite data in the experiment, 
improve the success rate of ambiguity resolution level of 25% to 31%. VRS does not currently contain 
information broadcast SBAS satellite, so join SBAS satellites for positioning the scope is limited to a 
short baseline (<5km). 
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