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ABSTRACT: When conducting survey by questionnaire, time in data tends to be biased. Person trip survey has the 
same characteristic and departure and arrival time of trips tend to be biased to round number. When reconstructing 
the people flow using person trip data, biases to round number cause the accuracy of reconstruction to be low. In 
order to reduce the biases and improve the accuracy of the reconstruction, the method has been developed using 
kernel density estimation. But, in existing method, goodness-of-fit between estimated data and raw data need to be 
judged by each researcher on their own. 
In this study, we experimented and compared methods to optimize parameters for kernel density estimation to 
reduce biases without any parameters that researchers have to select by themselves in questionnaire-based statistics. 
We applied this method to experiment on JICA person trip data. 
 
1. INTRODUCTION 

 
Construction of people flow has come important in these days. Center for Information Science (CSIS) at the 
University of Tokyo launched “People Flow Project” that works on data process technology, data quality using 
spatio-temporal data acquired from questionnaire-based statistics such as person trip survey. For example, Y. 
Sekimoto, et al. has done spatio-temporal interpolation by using this kind of data. Among various kinds of statistics, 
questionnaire-based statistics is valuable statistics because it includes detailed information which sometimes not 
available from other statistics. But, there are problems with questionnaire-based statistics that there are almost 
always biases in data. Especially, time in data is biased to the round number such as ○:00 and ○:30. Since The 
density distribution of time is usually not sequential but discrete, it has to be noted that the density that be estimated 
is the discrete data. B.W. Silverman (1986) and many researchers have done studies that related to density 
estimation using kernel density estimation. In these studies, it is noted that bandwidth selection is very critical to 
kernel density estimation itself. And, in most cases, there are free parameters that researchers have to select by 
themselves.  
In this study, we comprehended the concept overall and method of bandwidth selection and compare them. And, we 
applied kernel density estimation and bandwidth selector to experiments on Japan International Corporation 
Agency person trip data (JICA-PT). Since JICA-PT is questionnaire-based statistics, time in the data has strong 
biases to round number as mentioned in introduction. The characteristics of data affect the result of the kernel 
density estimation. So, we examined the result in the point of view of the characteristics of data and found the 
relationships between characteristics of samples and bandwidth selectors. 
 



 
2. METHODS 

 
2.1 Smoothing departure time using kernel density estimation 

 
Kernel density estimation is originally the method of estimating the true probability density, but also known as 
good method of smoothing spatio-temporal data. Kernel density estimation estimates the function 
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where xi is samples of measured values, n is the number of measured values, h is the bandwidth and k(・) is the 
kernel function. We used a Gaussian kernel function throughout this study. 
 
2.2 Selection of the bandwidth 

 
Many researchers have done many studies on the kernel density estimation. In these studies there are controversies 
on the choice of bandwidth because how much smoothed the data should be is different by purpose of uses. B.W. 
Silverman(1986) explains several bandwidth selectors from ⅰ, ⅱ, and ⅲ. Bandwidth selector ⅳ is developed 
by H. Shimazaki and et al(2010). 
 
i. Reference to standard deviation selector 

 
In the point of view of minimizing the approximate mean integrated square error, bandwidth hopt is optimized where 
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If true density distribution were assumed as standard family of distribution, and when a Gaussian kernel is used, 
optimized bandwidth hopt would be 

ℎ!"#   = 1.06!!!! !                                (2.3) 

where σis standard deviation. 
 
ii. Data-based selector 

 
Since (2.3) is based on the assumption that standard distribution is the true density, this can be written as using 
robust measure of spread by 

  ℎ!"#   =   0.79!!!! !                                   (2.4) 

where R is interquartile range. The best of both (2.3) and (2.4) can be obtained using adaptive estimate spread 
            !   =   !"#(!,!/1.34)                                    (2.5) 

instead of σ in (2.3) and reducing the factor 1.06 in (2.3) to work well if other distributions are assumed. When a 
Gaussian kernel is used the bandwidth hopt is optimized where 

  ℎ!"# =   0.9!"!
!
!    .                               (2.6) 

 
iii. Least-squares cross-validation selector 

 
This method was suggested by Rudemo (1982) and Bowman (1984) and automatically select bandwidth based on 
the simple principle of minimizing the integrated square error between estimated density and true density.  
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The true density f in the second term of (2.7) is estimated from data themselves using cross-validation in this 
method. This method finds optimized bandwidth which minimizes the function 
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where 
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iv. Least-squares-Poisson selector 
 

This method is developed by H. Shimazaki and et al. (2010) for estimating spike rate and based on the principle 
minimizing the mean integrated square error. Here, this method uses Poisson assumption for estimating density 
function f in the second term of (2.7) in this method and finds the optimized bandwidth which minimizes 

                          (2.11) 

where 
  .                         (2.12) 

Therefore, bandwidth selectors above try to suppose that true density is either unimodal (ⅰ and ⅱ) or multimodal 
(ⅲ, ⅳ). And, bandwidth selectors supposing that the true density is multimodal estimate true density either from 
data themselves (ⅲ) or some discretized density estimation (ⅳ).  
And, there are other methods for selecting bandwidth in existing studies. For example, subjective choice plots out 
curves and chooses estimate that is the most in accordance with the density. Test graph method minimizes 
maximum of the error between estimated and true density. These methods are introduced by B.W. Silverman(1986). 
But, there are no approaches to calculate and optimize the bandwidth yet. 
 
3. EXPERIMENT 

 
3.1 Data used in experiment 

 
We used JICA-PT for the experiment applying kernel density estimation explained above. JICA-PT is the data 
acquired from survey on transportation in the city mostly in developing countries. 
 
3.2 Processing flow of the experiment 

 
First, we extracted the departure time as data sets of time from PT data that has a lot of other attributes. And, we 
applied the kernel density function (2.1) to the data sets acquired. Just the density is calculated from kernel density 
estimation, and then we multiply this density with number of samples so that we can get the number of people at 
each time. In this study, for simplicity, we suppose that the travel time is not changed after the departure time is 
smoothed. Therefore, we did not smooth arrival time but calculated arrival time from departure time smoothed and 
travel time. 
 
3.3 Result 
 
We conducted experiment on the data of 4 cities from JICA-PT. Gaussian kernel function and 4 bandwidth 
selectors were applied. ⅰ.Reference to standard deviation selector, ⅱ. Data-based selector, ⅲ. Least-squares 
cross-validation selector, ⅳ. Least-squares-Poisson selector. (shown as “RtoSD”, “DataBased”, “LSCV”, and 
“LSP” in Fig.1). We define these selectors selector ⅰ-ⅳ from now on. Observed data is drawn in graph as “raw”.  
 
As shown in Fig.1, when selector ⅰ, ⅱ, or ⅳ is used, the shape of graph seems not too smoothed but well 
smoothed. On the other hand, when using selector ⅲ the shape of the graph is jagged for all the cities. It is 
assumed that selector ⅲ did not smooth the data. The principle of the selector ⅲ supposes that distribution of 
observed data is close to the estimated distribution. Then, selector ⅲ estimate the distribution close to observed 
data. In this study, we defined the resolution to be 1 minute, but the resolution of time of the distribution of 
people’s movement is not necessarily 1 minute. This caused the shape of graph to be jagged. Since selectors ⅰand
ⅱsuppose that true density is any of rounded distribution that is either unimodal or multimodal. Thus it is assumed 
that the density estimated using these selectors is rounded and smoothed well. 
 
Table 1 shows that bandwidth operation time when each bandwidth selectors and number of samples for each cities. 
Looking at the operation times, when selector ⅲ and ⅳare used it takes time much longer than selector ⅰ and 
ⅱ. This results from the difference of the calculation process between selector ⅰ-ⅱ and selector ⅲand ⅳ. 
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Fig. 1: Estimated density with each bandwidth selectors and number of people of the raw data 

(a): Manila, (b): Jakarta, (c): HoChiMinh, (d): hanoi 
 
 

Table  1: Bandwidth, operation time, and mean square error when calculated using each methods. 

City Number of samples   RtoSD(ⅰ) DataBased(ⅱ) LSCV(ⅲ) LSP(ⅳ) 

Manila 234293 
bandwidth 18.843 22.172 4.0300E-10 81.998 

operation time(ms) 2080 2027 74239 765262 

Jakarta 133926 
bandwidth 20.285 23.868 4.0279E-10 64.682 

operation time(ms) 1639 1631 62825 649407 

HoChiMinh 36757 
bandwidth 28.106 33.072 4.0279E-10 30.867 

operation time(ms) 926 879 18405 193713 

Hanoi 97244 
badwidth 21.441 25.228 4.0279E-10 40.318 

operation time(ms) 1309 1298 40130 419484 

 
 
Only standard deviation and interquartile range are needed for selector ⅰandⅱ. On the other hand, there is 
optimization process finding bandwidth that minimizes or maximizes the cost function when selector ⅲ and ⅳ 
are used. As shown in Table 1 bandwidths calculated using selector ⅲ are very close to zero and bandwidths with 
selectors ⅰ, ⅱ and ⅳ seems adequate. But, if you see the graphs in Fig.1 and see differences by cities, the 
estimated distributions with selector ⅰ and ⅱ are different even though the bandwidth is not so different. For 
example, distribution with selector ⅰ and ⅱ in Manila or Jakarta has more peaks than 10 peaks or so, but in the  
HoChiMinh and Hanoi it has only 3 or 4 peaks. When selector ⅳ is used the number of peaks are not different by 
cities even though bandwidths are not so close. Therefore, it is assumed that when selector ⅰandⅱare used the 
number of peaks are varied due to the characteristics of the sample such as number of samples. But, selector ⅳ is 
stable regardless of the characteristics of the sample. 

(a) (b) 

(c) (d) 



4. CONCLUSION AND DISCUSSION 
 

We applied the kernel density estimation with 4 different bandwidth selectors for smoothing departure time in this 
paper. When using kernel density estimation the true certain density distribution is supposed for each bandwidth 
selectors and the density at each time is estimated and this leads to smoothing of departure time. The density 
distribution is different by bandwidth selectors. Here, it should be noted that what the density distribution is 
estimated in the first place for each bandwidth selectors. In this study, sample data is the family of times that people 
take trips. The purpose of this study is to smooth the departure time, which means estimating continuous 
distribution from distribution of the people’s movement that is not continuous distribution. Thus, the result is good 
when the continuous distribution is estimated, selector ⅰ, ⅱ, and ⅳ. Among these selectors, regarding of 
robustness and versatility of the method, selectorⅳseems the good bandwidth selector that is not affected by the 
characteristics of samples in the point of view of peaks of departure time. In addition to that, selector ⅳ provides 
the adequate estimation for smoothing even though resolution of time in the estimation is different in the real life. 
 
For further study, the variable kernel density estimation might be useful for thin matter because the true density can 
be estimated differently by time. In kernel density estimation, originally, true density of the sample data are 
estimated and superimposed and the density distribution overall is estimated. Thus, the true density of the people’s 
movement is estimated at each time before superimpose, and this is done by the same principle at all time. But, in 
real life of the people movement, the true density is different by time.  
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