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ABSTRACT: In recent years, many commercial 3D modeling saftveambined with cloud computing have been
released. People can use these free softwaretforgypoint clouds data and building 3D models glyiavith digital
camera. The most commonly used software availablihe Internet for 3D model reconstruction weretBsynth
(Microsoft) and Project Photofly (Autodesk). Thevadtages of these two software include conveniémese and
ease to operate. Users just need to take digitabptand upload them onto the website on the lateRoint clouds
data could then be generated for users to dowrdoad clouds from the website. After point clouggalediting, 3D
models would be easily reconstructed. However,ethieay be insufficient point clouds generated for iBBdel
reconstruction caused by shooting angle, numbephotos taken, and other factors. This study congpére
positioning accuracy of point clouds by adjustiagtbrs such as shooting rotation, photo resoluiod, brightness
of image.

1. INTRODUCTION

One of the goals in the field of geoinfomaticsistinological development in 3D model constructidrere are
many approaches to 3D model construction, whicludeclose-range photogrammetry, photogrammetiy L éDar.
Cheng (2011) adopted Plane map of Building wittghehttribute to construct 3D model of buildingsoif the
perspective of operational convenience, the approf8D model construction by close-range photognaitny is the
fastest. All that is required is for the digitalntara to be first calibrated to take pictures of bldding and 3D
reconstruction can then begin.

Photofly technology was acquired on May 2008 froeaRiz. After a few years of research and develagme
conducted by AutodeskLab, Photofly was releaseduty 22, 2010which was released on August 20, 2008, is a
software application developed by Microsoft Livebksaand the University of Washington. These twovearfe
analyze digital photographs and generate a 3D naddkeé photos and a point clouds of a photograuiiigeict. They
are using scale-invariant feature transform (SIBmyl Structure from Motion (SfM) techniques integthtwith
close-range photogrammetry. In this paper, thetippshccuracy assessment of point clouds genebgt@thotosynth
and Photofly will be compared with that estimatsihg close-range photogrammetry and Lidar.

2. Literature review

In 2008, Microsoft Photosynth allowed the publicufoad their own photos to create a 3D panoramagke.
To date, studies on positioning accuracy assesswidnthese two software are few, so the literatendew will
focus on the procedures of point clouds generalibe.theory of Photosynth and Photofly comprisetth I8FT and
SfM. The SIFT algorithm is used for feature extiattand image matching, and SfM is employed toorestamera
motion parameters; and above all, SIFT and SfMestmfind coordinates of the shooting object, drehtconstruct
3D models.

David Lowe first proposed the scale-invariant featwansform algorithm in 1999, a computer visitgoathm
about detecting local image features. SIFT algorittas been employed to perform image stitchindBB2 as well
as to find feature points and automatic panoramiage stitching in 2006. SIFT algorithm can captine local
feature of an image, and is robust and invarianspatial scale, rotation angle and brightnessnafge. It is widely
used in image recognition, image matching, and 3®leh construction. Huang (2009) used SIFT algoritiom
recognize human faces. Huang (2009) applied SlIgarihm in the study of stitching and matching irmagChang
(2008) and Wu et al. (2009) used the SIFT algoriftbrmfeature matching and obtained good result®nd2008)



used the SIFT algorithm in automatic aerial tridagian to obtain more feature points, and estingguracy an
reliability by space intersection. The result ss that it can reduce the ratefaflure causd by the adjustment of
scale, rotation, and brightss of imac. SfM was developed in the 1980t main purpose is to calculate 1
correlation between feature points in the imagémade the camera position and shooting angleprestamer:
motion parameters and build the coordinates cobject in 3D modeling by a continuous imi. Snavely et al. (2008)
proposed how to make usepifotos o the Internet foBD scene reconstruction or visualiza.

Project Photofly is the free software which comis closerange photogrammetry with cloud computing
Autodesk Labs, providing users a wto address rapidly 3D imagddsers need to download first the “Photo Sc
Editor”, and then uploadigtures to the cloud datababy the scene editor, amtbwn loadingfrom cloud database
after computing the point cloudg&inally, the follow-up editing processan be completed usi the scene
editor (Abate et al., 2010)Abate et al. (2010) comged 3D models constructed Botofly using photos of open
squaresindependent buildings as well building elements and sculptures takgndifferent kinds of canra. The
results showed that all the objects carconstrained rapidlyy tie points among imag, but failure occurs easily
when facinglarge or complex dail Current studies focus mainly on how to build 8@des and exploring the
strengths and weaknessef Photofly This article aims taanalyze positioning accuracy of 3D mcs. The
comparison between Photosynth and Photofly is suimethin Table 1. Thflow chartof Photosynth and Photof
are shown in Figs. 1(a) and (b), respecti.

Tablel. Comparison between Photosynth and Photofly.

ltems Photosyhth Photofly

Version(2011.08.14) 2.110.317.104 2.1

Service Cloud computin Cloud computing

Photo format Jpg Jpg, .tif

Algorithm Feature Extraction: SIFT, and S Feature Extraction: (Automatic Tie Po
Extraction, ATIPE) , and Sl

Point clouds| No (have to use SynthExport | yes

downloading PhotoSynthToolkir

Export format obj, ply, vrml, X3« DWG (only exports the manual points and lir
you create in Phtofly las, ipm, rzi, ok

dense clouds No(have to use PMV! Yes (provided Mobile, standard, and Maximu
output quality)

Speed fast Slow (depend on number of phot

Manual Photo stitch| No Yes

Setting coord| No (Local coord. syster Yes (WCS andReference distanc

system

Camera prarmeters| No (have to down loading Yes (includes in .rzi file)

SynthExport or PhotoSynthToolk

3D Model No(have to use the other editi| No (Export to DWG combined wit.las format

reconstruction software, for example, meshl; can be editing on Autocad 2010 or we can ust
AutoCAD import FBX to get the mesh in

Animation No Yes (Generating theavi format animatiorfile
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Photosynth and Photofly proceed with Image-basedeViog through the reconstruction of spatial geaynet
by searching for feature points to match and sfiicages, restore the camera position, inquire toedinates of
shooting subject, and navigation systems to prouskrs browse their own image location. The spgtaimetry
reconstruction process is divided into three stigagure points extraction, feature points matchargl restoring the
camera position. The first two steps are basedBn &lgorithm, the last step is based on SfM.

3.1 SIFT

SIFT is a computer vision algorithms used to déscend search the local features of image. Loedufes
means the locations have larger and more significdifferent of gray value in the neighbor pixslich as edge and
corner. The SIFT features are local and based empipearance of the object at particular interestt®, and are
invariant to image scale and rotation. They are adbust to changes in illumination, noise, andanichanges in
viewpoint.

The first step is to detect scale-space extremdefature extration. This is the stage where ther@st points,
which are called keypoints in the SIFT frameworie, detected. For this, the image is convolved Biftussian filters
at different scales, and then the difference ofsssive Gaussian-blurred images are taken. Keypaistthen taken
as maxima/minima of the Difference of Gaussians@pitat occur at multiple scales. The scale spfiae onage is
defined as a function L (x, ) that is produced from the convolution of a valgakcale Gaussian G (X, ¢) with an
input image I(x, y), shown as equation(1):

L(x,y,0) = G(x,y,0) *1(x,y) 1)
where * is the convolution operation in x and ydan
1
G(xy,0) = ——exp(—(x? + y?)/20%) 2)

To efficiently detect stable keypoint locations snale space, we have proposed (Lowe, 1999), using
scale-space extrema in the Difference-of-Gaussiaction convolved with the image, D (x,6y, which can be
computed from the difference of two nearby scadgmeated by a constant multiplicative factor k:

D(X' Y, G) = (G(X, Y, k()') - G(X, Y, 0)) * I(X' Y)
= L(x,y,ko) — L(x,y,0) )

An efficient approach to construction of D (X, g), is shown in Figure 1. The initial image is inciesmtally
convolved with Gaussians to produce images sephbgta constant factor k in scale space, showkathio the left
column. We choose to divide each octave of scaleesinto an integer number, s, of intervals, soX=We must
produce s + 3 images in the stack of blurred imémesach octave, so that final extrema detectarers a complete
octave. Adjacent image scales are subtracted wupeothe Difference-of-Gaussian images shown omidfine. In
order to detect the local maxima and minima of B(¢), each sample point is compared to its eight rimghin
the current image and nine neighbors in the sdad®eand below (see Figure 3). It is selected dntyis larger
than all of these neighbors or smaller than athem.
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Figure 2 Difference of Gaussian and image pyramiéfigure 3 Extreme value detection.

Figure 4 illustrates the computation of the keypalescriptor. Each keypoint is assigned one or more
orientations based on local image gradient direstid his is the key step in achieving invarianceotation as the
keypoint descriptor can be represented relativthitoorientation and therefore achieve invariamcirage rotation.
The previous stage found keypoint locations atiaer scales and assigned orientations to thens @hsured
invariance to image location, scale and rotatidre final stage computes descriptor vectors foreteypoints such
that the descriptors are highly distinctive andtiplly invariant to the remaining variations, likkumination, 3D
viewpoint, etc. The feature descriptor is compwtsa set of orientation histograms on (4 x 4) piedgjhborhoods.
The orientation histograms are relative to the kéyporientation and the orientation data comemftbe Gaussian
image closest in scale to the keypoint's scale. likes before, the contribution of each pixel isiglged by the
gradient magnitude, and by a Gaussian with5 times the scale of the keypoint. Histogram#tao 8 bins each,



and each descriptor contains a 4x4 array of 1@dams around the keypoint. This leads to a SlEiufe vector
with (4 x 4 x 8 = 128 elements). This vector ismalized to enhance invariance to changes in illatiom.
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Figure 4 This figure shows (a)image gradients, @ydeypoint descriptor.

Feature points matching between adjacent imagassdon Lowes (2004). The research on matchingshow
that by finding both the closest matching descrigte well as the second closest, and then disgamiiaiches
where the distance ratio between the closest azwhdeclosest descriptor is greater than 0.8 eliteg80% of the
false matches and only 5% of the correct matchresther words: Matches where the closest and seclosést
descriptors are too close will be discarded, resplin the elimination of most false matches. Ttineste the
transformation between the two images a RANSAC @ggr is used. The RANSAC algorithm estimates the
fundamental matrix containing the scaling, rotataomd translation of the image features. RANSAChwsrsfor
RANdom SAmple Consensus, it is a robust estimator.

3.2 SfM

In computer vision SfM refers to the process ofdiig the three-dimensional structure of an objegt b
analyzing local motion signals over time. In visispience, SfM refers to the general phenomenon bighw
humans can recover 3-D structure from the proje@®@dmotion field of a moving object. The applicatiof
projective geometry techniques in computer visisrmost notable in the stereo vision problem whitvery
closely related to SfM. Unlike general motion, stervision assumes that there are only two shotseofcene. In
principle, one could apply stereo vision algorithims SfM task (Robertson, D.P. and R. Cipolla,®00

SfM is work by incorporating successive views oha @ime. As each view is registered, a partiabnstruction
is extended by computing the positions of all 3bngothat are visible in two or more views usinigrgulation.
There exist several strategies for registering ssgive views included epipolar constraints resediiod merging
partial reconstructions. The process schema ikitrgt¢he feature points by constantly stitching dldgacent image,
shown as Fig. 5. From image features, SfM givemaial estimate of projection matrices and 3D peirJsually it
will be necessary to refine this estimate usingaitee non-linear optimisation to minimize an appiafe cost
function. This is bundle adjustment. Bundle adjiestimworks by minimising a cost function that isated to a
weighted sum of squared reprojection errors. Sfbhtas a coordinates system based on the relatsigopoof
camera and shooting object. These estimated feptingds are the point clouds structure presentedhatosynth
and Photofly.

Figure 5 SfM: Tracking the feature points Wconﬂ;astitching the adjacent image.

4. EXPERIMENT
4.1 Study Area

The experimental area is based on the National eTdimiversity collage of Public Affairs building’s
northeast wall of 1 to 4 floor which range long ab60m, height about 16m. There are 22 observaiaets pasted
on the wall with uniform distribution. Photos aakén in different angle, distance, and locatioshafoting. A full
view and part view of facades are considerate.rEiga) is the appearance of the experimental &igare 6(b)
shows distribution of observation targets, and Fédi(c) shows the schema of the target.



(a) (b)

Figure 6(a) Experimental area; (b) Distributiorobkervation targets, and (c) Schema of target

In order to get the real world coordinates of tafgeaccuracy assessment, two of ground contrmitpmear
experimental area were measured by GPS with sthtiervation approach. The network adjustment waighother
two fixed stations (National Taipei University (NOF, and High Speed Railway (HSR1)) was processeibtain
accurate TWD97 coordinate system. The coordinag2tf targets were measured by Lecia TPS totabethtised
on ground control points by GPS measurement. Aftat, the coordinates of observation target wowdab the
referenced for accuracy assessment by that of &stihby Photosynth and photofly point clouds.

5. RESULTS AND ANALYSES

The number of generated point clouds and positgaiccuracy of target under different conditionsenire
main items for comparison. In this article, justested the photos which cover 1st to 4th floor oilding facade
because higher floor may generate too few poiniddacaused too large shooting angle (Chen, 201&)s#écted
150 photos based on covering facade of the builflowy of 1 to 4. The 150 photos are available gnto the
consideration of time consumer and of nhumber offpcdiouds which was good enough to identify theitpms of
the target among point clouds. In this study, pset® time of using 150 images to generate poinads by
Photosynth for about 5 minutes, and the numbeeoégated point clouds at about 60,000 points.lIh5f photos,
there are each of 50 photos covering almost fidlwbf the building facade on the side of north-eaall in
different shooting angles; another 100 photos whimera is closer to the building and each of photivered at
least 1 to 4 targets. Fig. 7 shows each of selégigphotos almost covered full view of buildingdde, and Fig. 8
shows the selected 100 photos just covered witls pait.
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In this paper, there are three of adjustment faotorimage which includes changing of brightnesttion,
and resolution. To estimate the positioning acqumaicobservation marks by Phosynth and Photfly dspted
changing of three factors, the photos are divideéd two categories. There are about 50 photos weadh of
photos covered full view of facade of building, ttest are just covered parts of facade. In ordend&e two parts
of photos can be evenly distributed on shootingtipos the first 50 "full view" photos were arrardy@é shooting
position order then selected two take one. And thdjusting the brightness, rotation, and resotutibthe half of
photos, respectively, and keeping the other (25g#)ainchanged. Considering about another catedofy, part
view" photos, the 50 photos changed and keep tier ¢50 photos) unchanged. In this study, therdiaeeof cases
be considered on changing the brightness of phintbsded the original, original-40, original-20,iginal+20, and
original+40 of brightness. The photo was rotatetb ilriginal, original+15, original+30, original+45nd
original+60 degrees, respectively. The original tphesolution is 3264 * 2448 pixels. In the caseredolution
change on this study is to adjust the original ytresolution by reduced 50%, 25%, and 12.5% fooiginal
resolution, respectively, and then resulted in 163224 pixels, 816 * 612 pixels, and 408 * 306 giscresolution,
respectively.

According to the well distribution of control poinfor coordinate transformation, the observatiomknad 1,
2, 19, and 21 should be a good selection. But wadahe number 19 is not clear to identify among ploint



clouds, so we select the point of 1, 2, 20, 2lemdt All of the coordinate of observation marksRdmtosynth and
Photofly have their local coordinate system respelst They have to be transformed into real warttbrdinate
system, based on these 4 control points. The angwasessment of positioning is compared the tamsd

coordinate of observation marks with that of measwnt by theodolite.

Figure 9 shows the total RMSE of the trend of tire¢ adjustment factors. According to Fig. 9, #ésuits of
the resolution changes have larger RMSE relativehyile brightness adjustment has the smallest Bramn the
number of generated point clouds of view, in theecaf brightness adjustment can produce about 6 QDpoint
clouds, the angle adjustment have about 40,000~60@ints, and adjusted resolution down to 81612 ®&nly
generated 28,000 of points. It could found adjusitedorightness shows the impact is small.

Figure 9 shows when adjusted for the 60-degreeearagult in the smallest positioning error withatot
RMSE of £0.056m. It is interested results and reefdrther research.

Total RMISE
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67185) 58469) 31710) 28563)

Figure 9 Total RMSE of three factors of changingpbotos. The value of
adjustment(left) and number of generated pointaddéiight) are shown in parenthesis.

6. CONCLUSION

The experiment makes the appropriate adjustmetti@part of photographs by brightness, rotatedegragid
resolution. Using photosynth and photofly generaiet clouds. Positioning accuracy of RMSE is eatied by
comparing the coordinate of observation marks geadr by Photosynth and Photfly respectively with
measurement by theodolite. In photosynth, the waigphotos gives total RMSE of £0.090m with the emof
point clouds of 67185. From the view of the thrdpiatment factors, the rotation angle of 60 degesebadjust the
brightness to -20 have better results with total $8Viof £0.056m and +0.065m, respectively. Numbepaiht
clouds can be generated more than sixty thousaimispoy original photos, after adjustment, the agernumber
of point clouds produced about 40,000. Accordinghi® experiment in this paper, the resolution fatiave the
greatest influence on positioning accuracy amoresdhthree. Photofly cannot work while adjustmenbtph
brightness, and rotation so it did not have thid pathe experimental results. In this paper, ¢hstill have some
factor did not taken into account, such as fact@hooting distance.
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