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ABSTRACT: Hillside region accounts for 73.6% of the land in Taiwan. The mountain region consists of high 
mountain valley of deep and faults-knit environment, fragile geological, abrupt slopes, and steep rivers. With the 
rapid development in recent years, there has been not only great change in land use, but the destruction of the natural 
environment, the improper use of soil and water resources also. It is prudent to effectively build and renew the 
existing land use information as soon as possible. Among various land use status investigation and monitoring 
technology, the remote sensing has the advantages in getting data covering wide-range and in richness of spectral and 
spatial information. Currently, the application of remote sensing and the geographic information system in assessing 
the soil and water conservation and management plays a vital role. The Shihmen Reservoir and its catchment area is 
the main water supply resource across areas including, the Taoyuan County, parts of Hsinchu County. The aboriginal 
reservations within this area have been developed for resort and need to be conserved. The objective of this study is to 
apply SPOT 5 satellite images and digital terrain data to develop an automatic land use classification method. The 
second land use investigation result of Taiwan in 2008 by the Ministry of the Interior is assumed as the ground truth. 
An object-based analysis was performed for the land use classification experiment, and accuracy assessment for 
interpretation also given. 
The preliminary test results showed that in landslide interpretation, object-based methods were significantly better 
than pixel-based methods. It is proved that the object-based method can raise efficiency and accuracy of land use 
automatic classification. In this study, an object-oriented land use classification is established and this method gives 
additional benefit in summarizing the interpretation keys for the land use investigation. 
 
 
1.  INTRODUCTION 
 
Land use is the human use of land. Land use involves the management and modification of natural 
environment or wilderness into built environment such as fields, pastures, and settlements. It has also been defined 
as "the arrangements, activities and inputs people undertake in a certain land cover type to produce, change or 
maintain it" (Wikipedia).  Taiwan has a land area of 36000m2, 26.68% of which are covered by plain region, 
whereas 27.31% of which are hilly and 46.01% are mountainous. By official definition for the purpose of land 
conservation management, hilly lands refer to the area between 100 m and 1000 m AMSL or the area under 100 m 
but with a slope more than 5%. Mountainous lands refer to the area with an altitude above 1000 m AMSL (Liu et al., 
2009). Peoples can make use of limited land area. However, sustainable highly economic growth drive urbanization 
and land development making changes in land use types more frequently.  In the Shihmen reservoir and its 
catchment, there are some lands used for fruit, tea planting, and hostel. If the real-time status of land use can be 
grasped, it closely related to the regional planning of water resource, disaster prevention, and conservation.  
There are three kinds of commonly used survey methods for the status survey of land use, means ground survey, 
aerial or space-borne survey (Lillesand et al., 2004; Liu, et al., 2009), or a combination of these methods (Gali, et. 
al, 2008). Ground surveys are highly accurate, although slow. When inventory area is very large, accessibility is 
generally low. Therefore, it is impossible to make the survey in near real-time or to achieve complete huge 
coverage. This is also the used method in Taiwan for the first time land use census from 1993 to 1995. (Huang et al., 
2007)  Photographic or image interpretation approaches do not suffer accessibility problems. Aerial photography 
is a commonly chosen option, used extensively to characterize its geometric boundary and its attributes for each 
land category, particularly with high spatial resolution stereoscopic images. This approach can resolve and define 
individual land-use object very clearly. Manually, semi-automatic, and automatic interpretation of photographic 



data are all used. Manual interpretation requires well-trained investigators to delineate the land-use objects from 
stereoscopic images or ortho-rectified images. However, the conventional photo-interpretation is a time-consuming 
and labor-intensive approach (Lillesand et al., 2004; Huang et al., 2007). With the exception of aerial photography, 
satellite imagery is useful for collection of data on relevant parameters, including soils, geology, slope, 
geomorphology, land use, hydrology, rainfall, faults, hot springs and so on. Multispectral images are useful for the 
classification of lithology, vegetation, and land use. Researchers may use stereo SPOT imagery to perform 
geo-morphological mapping and terrain classification (Liang, 1997; Hsu et al., 2002; McKean et al., 2005). 
Automatic classification of land use condition is based on certain criteria and computing algorithms, e.g. image 
classification methods. The advantage for image classification is the objectiveness of the approach. Several 
investigators have attempted to identify pattern or objects using pixel-based classification methods, e.g. Maximum 
Likelihood method (Yang, 2007), Artificial Neural Network methods (Zurada, 1992; Parise, 2001; Barlow et al., 
2003; Chang and Liu, 2004), and Support Vector Machine (Zhu and Blumberg, 2002; Foody and Mathur, 2004; 
Camps-Valls and Bruzzone, 2005). Traditional methods for classification of remote sensing data e.g. Maximum 
Likelihood method (ML) based on statistical analyses; use a priori statistical information, e.g. a probability 
distribution. The Hughes Effect requires that increasing the number of data bands impose a need to increase the 
number of training samples; otherwise, the use of additional bands degrades the performance of the classification 
criteria. ANNs are both powerful and versatile computational tools for organizing and correlating information in 
ways that have proven useful for solving certain types of problems that are too complex, too poorly understood, or too 
resource-intensive to tackle using traditional computational methods. However, the trained network is a black box, 
whereby the internal workings of the network are unknown, and the derived solution often tends to local extreme 
values (Bischof et al., 1992). Support Vector Machine (SVM) is a new pattern recognition method, which uses 
adaptive learning methods. SVM processes high-dimensional data, and has received extensive attention in the field of 
the remote sensing applications. Some variant SVM methods had been used in land use/cover classification projects. 
Experimental results from these variant methods demonstrated that the SVM method is more accurate than other 
pixel-based classification methods (Chen, 2006). By pixel-wise classification, land-use objects can occupy only 
individual or just a few pixels without forming an outer shape of land use. Moreover, commission and omission errors 
can further complicate the situation. The pixel-based methods are then required to be replaced with approaches based 
on objects or segments (Kerle and Martha, 2010). 
 
2.  OBJECT-ORIENTED ANALYSIS 
 
Object-oriented analysis (OOA) is inherently more suitable, as it can address the phenomena under study such as 
land use categories in this case, as that they are “objects”, not “pixels” that have spectral, spatial and contextual 
characteristics.  Subsequently, a region-based segmentation combining a supervised classification method named 
support vector machine (SVM) are applied to the satellite image to find out an optimal range of feature values to 
present land-use objects (Research System, Inc., 2010; Chang et al., 2010). The segmentation and SVM approaches 
implemented in the paper are explained in detailed below. 
 
2.1 Region-based segmentation 
 
Basic task of segmentation algorithms is the merge of image elements based on homogeneity parameters or on the 
differentiation to neighboring regions (i.e. heterogeneity), respectively. Thus, segmentation methods follow the two 
strongly correlated principles of neighborhood and similarity of pixel values. Generally the following strategies for 
partitioning a scene into regions can be applied: Region-based approaches start in image space where the available 
elements either pixels or already existing regions are tested for similarity against other elements. Concerning the 
definition of the initial segmentation the procedures of region growing (i.e. bottom-up, i.e. starting with a seed pixel) 
and region splitting (i.e. top-down, i.e. starting with the entire scene) are distinguished. One disadvantage of the 
splitting method is that it tends to be over-segmented because a splitting always produces a fixed number of 
sub-regions (normally: 4) although two or three of them might actually be homogeneous with respect to each other. 
As a consequence, one can apply an integration of the various methods. Thus, it leads to the split-and-merge 
algorithm that after a split process, if neighboring regions are similar, they should be remerged again. 
To strengthen the automation of segmentation, clustering is adopted for region-based segmentation. The ISOCLUST 
is an iterative self-organizing unsupervised classifier based on a concept similar to the well-known ISODATA routine 
of Ball and Hall and cluster routines such as the H-means and K-means procedures (Jain and Dubes, 1988). 
 
2.2 Support Vector Machine 
 
SVM is a relatively new classifier and is based on strong foundations from the broad area of statistical learning 
theory. Since its inception in early 90s, it has found applications in a wide range of pattern recognition problems, 
image classification, financial time series prediction, face detection, biomedical signal analysis, medical diagnostics, 
and data mining (Chapelle et al., 1999; Hwang and Chiang, 2010). Under the basic assumption of the SVM 



approach, the training sample is expressed as ( ) ( ) ( )}{ nyxyxyx ,,,,, n2211 L  where dRx ∈i  represents an input 
mode, and }{ 1y j ±∈ . The optimal decision-making formula is as follows:  
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The value iε  is a loose variable existing in a linear, undividable condition. It describes the degree of module 
deviation under the ideal linear circumstances. The goal of the SVM is to identify a decision support phase where 
the average error of the training samples is minimized. The optimization equation is therefore derived as follows: 
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Where C is a positive parameter assigned by the end user. It serves as a penalty for the correctness of the SVM. The 
C value is used to leverage the probable misinterpretation percentage and the complexity of the algorithm. A 
converged optimization equation can be derived adopting the Lagrange Multiplication Method: 
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3.  CASE STUDY 
 
The Shihmen reservoir was built in 1963, it is a major water resource for the Taoyuan area. Its main function of the 
original design is the supply of agricultural water. The occupied area of reservoir and its catchment is 76340 Ha. 
Most of the land is hillside terrain between 100 m and 3500 m AMSL. The catchment contains steep slope and 
geological fracture, besides the whole area belongs to the water quality and quantity protection area. Therefore, 
lower limits of available land can be realized. (Construction and Planning Agency, 2005, 2009) 
This catchment is used as study area in this paper, and the results in the second time national land use census in 
2006 is used as the ground truth shown as Figure 1.  Now there are nine land-use types in the level one classify of 
the ground truth as the handling objects. The land-use types and their corresponding code named LCODE shown as 
Table 1. First of all, the vector map was imported into the ENVI software. Next it was transformed to the regions of 
interest (ROI) to summarize the value statistic of spectral and geo-morphometric features on the satellite image and 
digital terrain models, respectively. Then the satellite image can be clustering into some regional objects using the 
segmentation function, and some objects are selected as training samples for the SVM classifier. Finally, the 
accuracy assessment of the SVM classification results can be given.  
 

Table 1. The nine land-use types and their LCODE 
LCODE Land-use type 

1 Agriculture land 
2 Forestry land 
3 Transportation land 
4 Hydrology land 
5 Building-up land 
6 Infrastructure land 
7 Recreation land 
8 Mining land 
9 Other 



 

 

 

Figure 1.  The study area, used data, and ground truth. 

 
 
4.   RESULTS AND ANALYSIS 
 
A SPOT 5 satellite image is used in this study (©SPOT Image Copyright 2010 CNES), the digital value in the R, G, 
B, and NIR bands, and the NDVI value are generated as the spectral features. And slope feature calculated from the 
Aster GDEM (The GDEM is downloaded from NASA).  According to the above mentioned experimental 
procedures, the feature statistic for each land-use type shown as Figure 2a-2f. In this figure, the distribution shows 
that the range of features value for the agriculture type is closely to the range distribution of the forestry land. 
However, the range of features value for the LCODE 6-9 is large which means the significant features cannot be 
found for these four land-use types. 
Moreover, the experimental results for the object-based land use classification shown as Figure 3-5. As the 
occupied area ratio of the transportation land (LCODE 3) and the building-up land (LCODE 5) in this study area 
only is 0.52% and 0.27%, respectively. Adequate training is not easy to select the appropriate samples from the 
segmented result. Therefore, the classification result for these two land-use types can easily be mistaken for other 
types. Preliminary visual assessment of object-based classification accuracy is not satisfactory with the purpose of 
this research. It will be inferred that the lower resolution for the used satellite image and DTM data, the disparity in 
occupied area ratio for nine land-use types, and the used features is not satisfactory for the land-use interpretation 
keys.  
 
 
5. Conclusions and Suggestions 
 
The feature statistic results indicate that the range of features value for the agriculture type is closely to the range 
distribution of the forestry land. Beside the range of features value for the LCODE 6-9 is large which means the 
significant features cannot be found for these four land-use types. 
The experimental results for the object-based land use classification show that adequate training is not easy to select 
the appropriate samples for the transportation land and the building-up land owing to small occupied area ratio in 
the study area. Therefore, the classification result for these two land-use types can easily be mistaken for other 
types. Preliminary visual assessment of object-based classification accuracy is not satisfactory with the purpose of 
this research. It will be inferred that the lower resolution for the used satellite image and DTM data, the disparity in 
occupied area ratio for nine land-use types, and the used features is not satisfactory for the land-use interpretation 
keys. In the future, more experiments in detail will be considered and given. 
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(2a). Agriculture land (2b). Forestry land (2c). Transportation land 

 

(2d). Hydrology land (2e). Building-up land (2f). Infrastructure land 

Figure 2.  The feature statistic for each land-use type (other three statistic for LCODE 7-9 omitted) 

 

Figure 3.  Segmentation and 

merging result. 

Figure 4.  A SVM result Figure 5.  The features statistic of each interpreted object 

 


